Statistics 852 Fall 2011 Final Exam — Solutions

1. We will begin by showing that W (X1, ..., X,,) is an unbiased estimator of #?. This follows
since

1 1

Ep(W(Xy,.... X,)) = mEe (T(T -1)) = nln =1 (Eo(T?) — E4(T))
_ ﬁ (Varg(T) + [Eo(T)]2 — Ey(T))
_ nb(1—0)+n*6* —nb
B n(n —1)
_ n*6* — nh?
n(n —1)
=62

In order to apply the Rao-Blackwell theorem, we need to show that 7" is a complete and
sufficient statistic for §. One might try to argue that since 7" ~ Bin(n, ), the density for T’
follows an exponential family so that T is therefore complete and sufficient. This would be
correct if the parameter space were 0 < 6 < 1. However, since we are considering 0 < 6 < 1,
the density for T does not follow an exponential family for all 6 € [0,1]. If 6 € {0, 1}, then
the support of the distribution does depend on 6. Instead, one can use the factorization
theorem to conclude that T' is a sufficient statistic for . Completeness follows from the fact

that n
2 (:L) 0'(1—0)""'g(i) =0

=0

for all 0 < 6 <1 if and only if g(i) =0 for all i = 0, 1,...,n. Hence, we can now apply the
Rao-Blackwell theorem (Theorem 7.3.23) to conclude that W (X, ..., X,) is the MVUE of
6? since W (X1, ..., X,) is a function of the sufficient and complete statistic 7.

2. (a) The joint density of Xi,..., X, is

Fr, . anlf) = (2;)”/2 exp {—% > (i - m)Q}

and so the log-likelihood function is

0(0) = log L(8) = log f(x1, ..., 7,]0) = —glogm) - %Z(xi —ih).

i=1

Since
n

%6(9) = i(x; — if) :gzxi—egﬂ:o

i=1



if and only if

n

i=1
0 = ,

n

>

=1

d62 Zz <0

for all #, we conclude that the MLE of 0 is

and since

as required.

(b) Since X1,..., X, are independent, the variance of é(Xl, X)) s

iz’z Var(X;) iiz
o i=1

Var(0(X,,..., X)) = g = — g = nl .
=) &) ¥

(¢) The Cramér-Rao lower bound for unbiased estimation of 6 is

ZE9< log f X|0))2]

-1

9 2
Ey (89 log f(X,... ,Xn|0)> ]

where . .
f(z]0) on exp { i (x; —i0) }
Now,
0 01 2
%10gf(:vi|9) = —%5(% - 29) = Z(f’fi - 9)
and so

ZEQ < log f(X;]6) ) ZE@ 0)) = ;m@@ (X; —0))° = ;z@ Varg(X;)

Hence, the Cramer-Rao lower bound is attained by the variance of é(Xl, cey X))



3. (a) The joint density function of X; and X5 is
f(x1,22]0) = Py(Xy = 21, Xo = 22) = FPyp(X1 = 21) Py( X2 = x2)
_92 (3716{1 9},%26{1,...,9})

1
ZEI(ZL‘lGN T9 €N, IL‘1<9 {L‘2<9)

1
= —I(x; € N, 29 € N, max{zy, 22} <0).

02
Thus, by the factorization theorem, 7" is a sufficient statistic for 6.
(b) Fort =1,2,...,0, we find

Pg(T S t) = Pg(maX{Xl,Xg} S Zf) = Pg(Xl S t,Xz S t)
= Pp(X1 < t)Py(Xy <)

-

Thus,

Py(T =1t) = Ry(T < t) — Pe(T<t—1):(t>2_(2>2:t2—(t—1)2:2t—1

0 0 62

fort=1,2,...,0.

92

(c) In order to show that the family of distributions of T" is complete, we need to show that

Eylg(T)] = 0 for all § implies that Py(g(7) = 0) =1 for all §. Now

0

Blg(T)] = 55 " a(1)(2t — 1)

t=1

so that Eplg(T)] = 0 for all 6 implies that

S o)t —1) =0

for all 4. If 6 = 1, then

0= g0t — 1) =3 g2t — 1) = g(1)(2 — 1) = g(1).

t=1

If # = 2, then

0= gt)2t—1)=) g(t)(2t —1) = g(1)(2— 1) + g(2)(4 — 1) = 3¢(2)

since g(1) = 0. Continuing in this way shows that g(¢) = 0 for all t = 1,2,...
Py(g(T) = 0) =1 for all € as required.

so that



(d) By the Rao-Blackwell theorem (Theorem 7.3.23), the (unique) MVUE of @ is a function
of T, say ¢(T), satisfying

0

6= Ey(0(T)) = S () Po(T = t).

t=1
In other words, ¢ satisfies

0

’ (2t — 1)
Z gb(t)T =0 or, equivalently, 6° = Z(?t — 1)o(t)
t=1

t=1

for all # = 1,2,.... Using the hint, we find

DB =3t+1)=> (2t—1)o(t)

t= t=1

—

so that (3t — 3t + 1) = (2t — 1)¢(¢). Thus,

2
5(T) = 3T - ?iTl—i— 1
is the MVUE of 6.
4. (a) If = P\(X; < 1), then
0=P(X;=0)+P\(X;=1)=e 1+ \).
Since the MLE of A is
X =

S|

> X,
i=1
we conclude that the MLE of 0 is

A _

0(Xy,...,X,) =e X (1+X).

(b) Since
T = Z X, ~ Poisson(n\)

=1

and X = T/n, we can analyze
E0<é(Xla s 7Xn)) = ]EQ(eiT/n(l + T/TL))
directly. That is,

) -T/n - —t/n einA(n/\)t
E(0(Xa, .. X)) = Bo(e™™/"(1+ Tym)) = 3 (14 1/m)
t=0 ’
00 —n\ t o0 —nA t
0N 1, e )
; ‘ TR ; ‘ t!



Now

and

. 00 —1/n\t-1
_e “1/n (nAe= /™)
o (me ); (t—1)

o —1/n
_ )\efn)\efl/nz (n)‘e / )t

|
— t!
= de e V" exp{nie "}

= Xe ™ exp{nie /" — 1/n}
so that
Ep(0(Xy,..., X)) = e ™ exp{nre™/"} + Ae ™ exp{nie V" —1/n}
= e " exp{nie 1"} [1+ )\e_l/"}
= exp{\(ne Y™ —n)} [1+ )\e’l/"} :

Hence, é(Xl, ..., X,) is not an unbiased estimator of #. Note that

n—00 n—oo n—oo n

1 1
lim (ne”*™ —n) = lim n(e /" —1) = lim n {1 -—+4+0 <—2) - 1] =-1
n

so that Ep(0(X1,...,X,)) — e (1 + A) implying that 6(X1, ..., X,) is asymptotically an
unbiased estimator of 6.

(c) From the central limit theorem, we know that

@%N(O,l)

in distribution as n — co. Moreover, X — A in probability as n — oo since

VaI')\ (Y) . i

g2 ne?

P(JX =) >¢) <

so that e~ X (14 X) — e *(1+ \) in probability as well. If we now let g(y) = (1 +y)e™¥ for
y > 0 so that ¢'(y) = —ye™?, then

NG <e—Y(1 +X) e M1+ A))
Ve

— N(0,1)

or, equivalently, R
VR (0(X1, ..., X,) —0) = N(0, \e™)

in distribution as n — oo.



5. The distribution of

is normal with mean 0 and variance
o2 nn-1 o%(1 —
T ( _ )p02= (1-p) + po?.
n n n

This means that the asymptotic distribution of

is N'(0, po?) with po > 0. Hence,

1 — 1 € _ 2
] — PR < — 2po2
J;%PH(nZHXZ 9'—6) s | <

for all € > 0. Since this limit does not equal 1 for all € > 0, we conclude that {X,,} is not a
consistent sequence of estimators of 6.

6. Note that "= max{ Xy, ..., X,,} is sufficient and complete for . Moreover, if 0 < ¢ < 6,
then

so that
n

0
n+1

1 0
EQ(T):—/ t-nt"tdt =

o Jo

which implies that
n+1
n

is an unbiased estimator of §. Now observe that Ep(X;) = 6/2 so that Ey( X ) = /2.
Thus, 2X is also an unbiased estimator of §. We know from the Rao-Blackwell theorem
(Theorem 7.3.17) that for any unbiased estimator W (X1, ..., X,,) of 6, the (unique) minimum
variance unbiased estimator of 6 is

&(T) = E(W(X,,...,X,)|T).

T

If we set W = ”T“T, then

¢>(T):E(W|T):E(n;tlT’T> :n;LHT.

If we set W = 2X, then
o(I=E(WI|T)=FE(2X|T)=2E(X|T).
Thus, equating these two expressions for ¢(7") implies that

n+1
2n

n

2E(X|T) = t

ZlT andso E(X|T=t)=

as required.



