
Statistics 354 (Fall 2018)
Joint distribution of β̂0, β̂1 in the simple linear regression model

Consider the simple linear regression model yi = β0 +β1xi + εi, i = 1, . . . , n, where ε1, . . . , εn
are iid N (0, σ2). Let β̂0, β̂1 denote the least squares estimators of β0, β1, respectively. We
can write the simple linear regression model as y = Xβββ + εεε where

y =


y1
y2
...
yn

 , X =


1 x1
1 x2
...

...
1 xn

 , βββ =

[
β0

β1

]
, and εεε =


ε1
ε2
...
εn

 .
It was shown in class that

β̂̂β̂β =

[
β̂0

β̂1

]
∼ N (βββ, σ2(X′X)−1).

We now find

X′X =

[
1 1 · · · 1
x1 x2 · · · xn

]
1 x1
1 x2
...

...
1 xn

 =

[
n

∑
xi∑

xi
∑
x2i

]
.

so that

(X′X)−1 =
1

n (
∑
x2i )− (

∑
xi)

2

[ ∑
x2i −

∑
xi

−
∑
xi n

]
.

Next we observe that
sxx =

∑
(xi − x)2 =

(∑
x2i

)
− nx2

which implies

n
(∑

x2i

)
−
(∑

xi

)2
= n

(∑
x2i

)
− n2x2 = nsxx.

Moreover, ∑
x2i = sxx + nx2

so that

(X′X)−1 =
1

nsxx

[
sxx + nx2 −nx

−nx n

]
=

[
1
n

+ x2

sxx
− x
sxx

− x
sxx

1
sxx

]
.

Therefore, we conclude that

β̂̂β̂β ∼ N

βββ,
σ2

(
1
n

+ x2

sxx

)
−σ2x

sxx

−σ2x
sxx

σ2

sxx

 .

In particular,

β̂0 ∼ N
(
β0, σ

2

(
1

n
+

x2

sxx

))
and β̂1 ∼ N

(
β1,

σ2

sxx

)
as derived earlier in class.


