Statistics 354 (Fall 2018)
Summary of Least Squares Estimation

Suppose that we observe data (z;,v;), ¢ = 1,...,n, and postulate that a simple linear
regression model

y =B+ Pir+e

is appropriate to describe the relationship between x and y. In particular, this assumes that
yi=Po+ bz te, i=1,...,n,

where [y, (1 are parameters and €, ..., €, are independent with common mean E(¢;) = 0

and common variance Var(e;) = o2

Note. We call x; the explanatory variable and y; the response variable. We view the ex-
planatory variable as deterministic (i.e., non-random), and we follow the standard statistical
practice of viewing y; as either a random variable or the realization of a random variable
(i.e., observed data) depending on the context.

By minimizing
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with respect to 5y, £1, we determine that the least squares estimators BO, Bl of the parameters
Bo, (1, respectively, are given by
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The simple linear regression line is
fr = By + prz.

If g, = By + Bra; denotes the ith fitted value, then the ith residual is given by
€ = Yi — i,

and we call
n
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the residual sum of squares. It can be shown that ]E(Bo) = By and ]E(Bl) = f; implying that

,5’0 and Bl are unbiased estimators of 3y, (1, respectively, with variances
- 1 72 - o?
Var(fy) = o (— + —) and Var(f;) = —.



