Statistics 351 (Fall 2015) October 2, 2015
Prof. Michael Kozdron

Lecture #11: Distributions with Random Parameters

Example. Suppose that the random vector (X,Y’)" has joint density function

eV if0<z<y<oo,

fxy(z,y) = {

0, otherwise.

(a) Determine fx(x), the marginal density function of X.
(b) Determine fy(y), the marginal density function of Y.
(c) Calculate fx|y—y,(z), the conditional density function of X given Y = y.
(d) Calculate fy|x—.(y), the conditional density function of Y given X = x.

Solution. For (a) we have, by definition, that

o0

=e " x>0,

o= [ v (o)

xT

implying that X € Exp(1). For (b) we have, by definition, that

Yy
fr(y) = / eVdr=ye, y>0,
0
implying that Y € I'(2,1). Thus, for (c) we conclude that

v
Ixy=y(2) = fol;(é’)y) = yee_y = m 0<z<uy,

implying that X|Y =y € U(0,y). Finally, for (d) we find
plymg Y Y Y

- fX,Y(x7y) o ey Ty
fY|X=I(y) - fX(-Z') - e T =e
Example. Suppose that (X,Y) is a jointly distributed random variable with density func-
tion

, D<zr <y <oo.

cry, if0<y<landO<z<y?<l1,

fX,Y(-Tay) = {

0, otherwise,

where the value of the normalizing constant ¢ is chosen so that / / fxy(z,y)dedy = 1.

(a) Determine the value of c.
(b) Compute fx(x).
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(c) Compute fy (y).
(d) Compute fyiy—.(y).
Solution. (a) We find

1 1 1 1
/ / xydydx:/ z - —y?
o Jyz 0 2

so that ¢ = 12.

y=1
y:

Jz

(b) By definition,

1 1 y=1
fx(z) = / 122y dy = 12x - §y2 = 6z(1 — z)
v y=vz
provided that 0 < z < 1.
(c) By definition,
y? w=y?
1
fry) = / 12zydy =12y - Sa%| = 6y°
0 2 =0
provided that 0 <y < 1.
(d) By definition, if 0 < x < 1 is fixed, then
~ fxy(z,y) 12zy 2y

Frix=a(y) = fx(x) - 6x(l—2) 1-—x
provided that \/x <y < 1.

Last class we introduced the law of total probability. It turns out that if X and Y are jointly
distributed random variables, then we can generalize this result.

Suppose that X is continuous.

e If Y is also continuous, then
fX(I) = / fX,Y(xay) dy = / fX\Y:y(x)fY(y) dy.

e However, if YV is discrete, then

Fx(@) = fxy(@y) =D fxy—y(x)P{Y =y}

Y Y

On the other hand, suppose that X is discrete.
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e If Y is continuous, then

o0

P{X =} = / P{X = oY =y} fy () dy.

—0o
e However, if Y is also discrete, then

P{X =a} =) P{X =zY = y}P{Y =y}.

Yy

Example. Suppose that X|M = m € Po(m) with M € Exp(1). Determine the (uncondi-
tional) distribution of X.

Solution. By the law of total probability, we find that for £ =0,1,2,.. .,

o e=Tph &

> 1
P{X =k} = P{X = kM =z} fu(z)dz = e fdr = — zFe 2 dz.
0 0 k! k! 0

Making the substitution v = 2x, du = 2dx gives

| AP NS T R NN N F omug Dk+1) 1
H/o e dx—g/o u"2 "™ "2 du-m i ue "du = ESTA R,

since I'(k + 1) = k!. Hence, we see that P{X = k} = 2751 k = 0,1,2,..., and so we
conclude that X € Ge(1/2).
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