Statistics 351 Fall 2006 (Kozdron) Midterm #1 — Solutions

1. (a) By definition, fxy—,(z) is given by

_ fxxv(z,y)
Fxy=(@) = fy(y)

We being by calculating
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for 0 < y < 2. Therefore,
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1. (b) We find

oo VA-y? 1 1
E(X|Y =y)= | afxpye = ——dr = =
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1. (c) Solving for X and Y we find
X =UcosV and Y =UsinV.

The Jacobian of this transformation is

9z Oz .
du  Ov COSV —uSsInv .
J = =1 = wcos? v+ usin?v = u.
dy Oy SINvV U COSV
ou  Ov

The joint density of (U, V) is therefore given by
fov(u,v) = fxy(ucosv,usinv) - |J| = ¢
T
provided that 0 <u <2 and 0 <v < 7.

1. (d) From (c), we see that U and V are independent since we can write fyv(u,v) =
fu(uw) - fv(v) where fy(u) =% 0<u<2 and fy(v)=2,0<v<3.

2. By the law of total probability,
P = [ Bt (@) ) die

Since X|M = m € U(0,m), we know that fyjy—m(z) = &, 0 < 2 < m. We also find
that
far(m) = F(m) = 12m? — 12m® = 12m?*(1 —m), 0<m < 1.
Therefore,
1
=2—-62°+42>, 0<z<l1.
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fx(z) = / L 12m*(1 —m) dm = (6m?> — 4m?)




3. Notice that P(Xn) = X;1) = P(X; < X3). Therefore, by the law of total probability,
P(X) < Xy) = / P(Xy > z| Xy =2x) - fx,(x) dx.
0
Since X; and X, are independent, we find

P(Xy>z| Xy =2)=P(Xy>2x) = / 2e % dy = e,

T

Thus,
<1

o 1
P(X; < Xy) = / e e dy = ——e | ==,
0 3 o 3
An alternative solution can be given by conditioning on the value of X, instead. By
the law of total probability,

P(X; < X,) = /000 P(X; <z|Xe=1x)- fx,(x)dx.
Since X; and X, are independent, we find
PX)<z|Xo=2)=P(X;<zx)= /I eVdy=1—e".
0
Thus,

o 1 1 o 1 1 1
P(X; < Xp) = / (1—e™)-2e 2 dx =2 {——6_% - —6_33’} =2 (— —=) ==
0 2 3 0

4. (a) Notice that we can write Z =Y - X3, and that X3 is independent of Y. Therefore,

B(ZY) = B(Y - X,|Y)
=Y E(X;3]Y) by “taking out what is known”
=Y FE(X3) since X3 is independent of Y
=3Y

4. (b) Recalling that cov(Xy, Xo) = E(X; - Xs) — E(X)) - E(X3), we find

E(Z)=E(E(Z|Y)) = E@Y)=3E(Y) =3E(X; - X5)
= 3 [cov(X7, Xo) + E(X7) - E(X>)]
—3[6+1-2]
= 24.



