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Statistics 351 Fall 2006 (Kozdron) Midterm #2 — Solutions

Recall that a square matrix is strictly positive definite if and only if the determinants
of all of its upper block diagonal matrices are strictly positive. Since

2 =2
(5 )
we see that det(A;) = det(2) =2 > 0 and det(Ay) = det(A) =6 —4 =2 > 0, and so

we conclude that A is, in fact, strictly positive definite.

Since X is multivariate normal, we conclude that its characteristic function is given by
: : Lo 2
QOX(t) = exXp ’Ltl + 2Zt2 - 5(2t1 — 4t1t2 + 3t2) .

IfY, = X, —2X5 and Yy = X; + X5, then by Definition I, Y] is normal with mean
E(Y)) = E(X;) — 2E(Xy) = —3 and variance var(Y;) = var(X;) + 4var(Xy) —
4cov(Xy, Xo) = 22, and Y5 is normal with mean E(Y3) = E(X;) + E(X3) = 3 and
variance var(Y;) = var(X;) + var(Xy) — 2 cov(Xy, Xy) = 1. Since

cov(Y1,Ys) = cov(X; — 2Xy, Xi + Xy) = var(X;) — cov(Xy, Xo) — 2var(Xy) = -2,

-onren((3)- (2 7))

By Definition I, we see that X; and X; + X5 are each normally distributed random
variables. Therefore, by Theorem V.7.1, X; and X; + X, are independent if and only
if they are uncorrelated. Since,

we conclude

cov(X1, X1 + Xo) = cov(Xy, Xi) + cov(Xq, Xo) = var(X;) + cov(X, Xo) =1—-1=0,
we conclude that X; and X; + X5 are, in fact, independent.

The joint density of (X(1), X(2), X(3), X(a))’ is given by

fX(l),X(Q),X(3),X(4) (y173127y372/4) = 4'7 0< Y1 < Y2 <y <yYsg < 1.

The joint density of (X2, X(3))" is then given by

1 ry2
Ix )X (Y2, Y3) = / / 24 dyy dys = 24ya(1 —y3), 0<yo <yz < 1.
y3 JO

Let U = X(3) — X(2) and V = X(9) so that X(3) =V and X3y = U + V. The Jacobian

of this transformation is

=1

J:’() 1‘
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so by the transformation theorem (Theorem 1.2.1) the joint density of U and V is
fov(u,v) =24v(1 —u —v)
provided that 0 < v <1 —w and 0 < u < 1. Thus, the marginal for U is

1—u (1—u)
folu) = / 240(1 — u —v) dv = (120*(1 — u) — 8&*) =4(1-u)?, O0O<u<l.
0 0

That is, the density for X(3) — X(9) is
[xg-xp @) =401 —u)’, 0<u<l.
Let Y = max{ X, X5}. By Theorem IV.1.2, the density function for Y is given by

fr(y) =2F(y)f(y)

where F' is the common distribution function of X; and X5, and f is their common
density function. (Recall that X; and X, are iid N (0, 1).) Therefore,

B(Y) = / () dy =2 / Y FW)f(y) dy
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In order to calculate this integral, we switch the order of integration so that

/ / ye~ Te dydx_ / e T {/ y@—% dy} dx
21 Y= 1 700 2 22

:—/ T {—e 2} da::—/ e ze z dx
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== =2 . T = —.
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The last line follows from the fact that the density function of a N(0,1/2) random
variable integrates to 1.
By Definition I, we see that X; — pX5 is normally distributed with mean
and variance

var(X, — pXy) = var(X,) + p? var(Xy) — 2pcov(Xy, Xo) = 1+ p* — 2p* =1 — p*.

That is, X; — pXy = Y where Y € N(0,1 — p?). Hence, Y = /1 — p2Z where
Z € N(0,1). In other words, there exists a Z € N(0, 1) such that

X1 —pXQZ \/1—,022.



