Stat 351 Fall 2006
The Multivariate Normal Distribution

Suppose that the random vector X = (X,Y)’ has a multivariate normal distribution with mean
vector g and covariance matrix A given by

r= <Hx> and A= < o pUm20y> .
iy poLoL oy
Note that in this notation, p = corr(X,Y).

The characteristic function of X is
. . 1
ex(t) = exp {z,uxtl + ifiyto — 3 (O’it% + 2pooytits + ojt%)} .
Written in matrix notation, we have
. 1,
ox(t) = expqitp — §t At 5.
The density of X is
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which written in matrix notation is

fx(z,y) = 217T\/diﬁ exp {—;(x —#)/Afl(x —p)} )

Of course, there are some noticeable similarities between these two functions. In particular, if

g = (0,0, then
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ex(t) = exp {—2 (U?ﬂt% + 2pogoytits + ait%)} = exp {—Qt’At}
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Example: (a) Let X = (X,Y)" have characteristic function

and

1
ox(2,y) = exp {—2(962 — 2zy + 2y2)} :

Determine the distribution of X.



(b) Let X = (X,Y) have density function

1 1
Jx(z,y) = o P {—2($2 — 2xy + 2y2)} .

Determine the distribution of X.

Solution: (a) In this first example, we have used the dummy variables z and y instead of ¢;
and to just to emphasize the subtle differences between the characteristic function and the density
function. Instead, let’s write

1
ox (t1,t2) = exp {—Q(t% — ity + 2t§)} .

We can easily see that X = (X,Y)’ is multivariate normal with mean vector g = (0,0)" and
covariance matrix A where
A1 -1
S\-1 2 /)

That is, it is easy to read off the covariance matrix from the characteristic function. Note that

aizl,aiz&andp:%.

(b) In the case of the multivariate normal density, it is a little harder to read off the covariance
matrix A. However, we can read off A~! with ease! If

1 1
fx(@,y) = 5 exp {—2(552 —2zy + 2y2)}

then we see that

which implies that
2 1
().

Note that in this example o2 = 2, ag =1,and p=

Sl

Example: Let X = (X,Y)’ have density function

fx(ffvy)z;TeXp{—;(xQ—2xy+2y2)}, ie., XeN< <8), (? i))

The conditional density Y|X = x is therefore

s () = Ixy(z,y) _ %exp{—%(xz — 2xy+2y2)}
Y= T (@) & Lew{-}- 2]
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since X € N(0,2). Therefore,

so that Y|X =z € N (%, 3).



