Stat 351 Fall 2006
Assignment #5 Solutions

Problem #2, page 55: Suppose that X +Y = c¢. By definition of conditional density,

_ fxxav(,c)
fX\X+Y=c(x) - fXJrY(C) :

We now find the joint density fx xiv(x,c¢). Let U = X and V = X +Y so that X = U and
Y =V — U. The Jacobian of this transformation is
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Since X and Y are independent Exp(1), the joint density of (X,Y") is

e Y forx>0,y>0,

fxy(z,y) = fx(x) - fy(y) = {

0, otherwise,
The joint density of (U, V) is therefore given by
Jov(u,v) = fxy(u,v—u)-[J[=e™"

provided that v > 0 and v > u. The marginal density for V is therefore
v
fv(v) = / e Vdu=ve ", u>0.
0

Since V = X 4+ Y, we can rewrite these densities as fx x4y (z,¢) =e ¢ 0 <z <¢, and fxiy(c) =
ce ¢, ¢ > 0. Finally, we conclude

_ Ixxyv(we) e 1
fX|X+Y:C($) - fX+Y(C) ~ ce—¢

provided that 0 < = < ¢. That is,
X|IX+Y =ceU(0,c).
Problem #8, page 56: We begin with the observation that
Yi|N =n € Bin(n, 1/2).
Therefore, by the law of total probability, if y =0,1,2,...,

P(Yi=y) = i P(Yi = y|N =n) P(N =n) = 2 <Z> <;>y (;)"y ‘ A”;—A.

n=y

This can be manipulated in exactly the same way as in Example 3.2 on page 42. Thus, we conclude

\Y
P(Yi=y) = Zy—y!e—m, i.e.,Y; € Po(\/2).



Next, since Yo = N — Y] we find that
P(Ya=y)=P(N Y1 =y)=P(Y1 =N —y)

and so by the law of total probability, if y =0,1,2,...,

P(Y=y)=)Y P(Yi=n—-y|N=n)P(N =n)

n=y

But since Y1|N = n €Bin(n,1/2), we find

[ n N"Y (1) Ame> N :
roa=n=3(,") (5) (5) T e e eri
n=y

which also follows as in Example 3.2 on page 42. In order to show Y7 and Y5 are independent, we
proceed as follows:

P(Yo=1yp|Y1=y1)=P(N-Yi=wY1=y1)=PN+y1+ /Y1 =)
P(Y1 =y1|N +y1 +y2) P(N = y1 +12)
P(Y1 =y1)

where the first equality follows since Yo = N —Y7 and the last equality follows from Bayes’ Theorem.
We now know all of the required densities, and so substituting in gives

_ A\Y1ty2
A2
P(Y1=y1|N +y1 +y2) PN = g1 + ) _ <y1 + y2> <1>y1+y2 (1 +12)!
P(Y1 = yl) 3/1 2 6_)\/2 ()\/2)3/1
1!
a2
ya!
== P(YQ = yg).
That is, P(Y2 = y2|Y1 = y1) = P(Y2 = y2) and so Y] and Y5 are independent.
Problem #9, page 56: (a) The density function for Y is given by
© g2 e
p= [ et
provided that 0 < y < 1. This can be integrated by parts twice to produce
00 .1'2 z
fy y):/ — e vdr=1.
( o 2y°
That is, Y € U(0, 1). However, a slicker proof uses the gamma function as follows. Let u = —% SO

that du = —i dx, from which it follows that

fY(?J)Z/O %'6 yda:=2/0 u2e*“du:§1“(3):§:1.



(b) The conditional density of X given Y = y is therefore

f e Y 2 z
Privy(o) = DB 208 L

provided that = > 0. That is, X|Y =y € I'(3,y).

(c) Since Y € U(0,1), we know that E(Y) = % and Var(Y) = 5. We also use the fact from
page 260 that the mean of a I'(p, a) random variable is pa and the variance is pa®. Thus, we find

that the mean of X is
E(X) = E(E(X|Y)) = EGY) = 3E(Y) = >

and the variance of X is

Var(X) = Var(E(X|Y)) + E(Var(X|Y)) = Var(3Y) + E(3Y?)
= 9Var(Y +3E ( )

Problem #10, page 56: (a) Since

1 pl—z 1 1 1 ‘
/ / cxdydx:c/ x(l—x)da::c[xz—xg} = -
o Jo 0 2 3 ], 6

we conclude that ¢ = 6.

(b) The marginal for Y is therefore given by

1-y
fy(y):/ 6:Ed:13:3(1—y)2, 0<y<i1
0

and the marginal for X is

1-x
fX(x):/ 6rdy =6z(1—2z), 0<z<l1.
0

We conditional densities are then

6z 2z
— = = <zr<l1l-
fX|Y—y($) 3(1 — y)g (1 — y)27 0<z< Y

and 6 )
X

Finally, we find

1-y T
E(X\Y—y)—/o x-(liy)de—g(l—y)



and

11—z 1 1
E(Y|X =2) = : dy = =(1 — ).
(Y[X =2) /0 y- o =501-1

Problem #19, page 58: If X|M =m € Exp(a) with M~ € I'(p, a), then in order to determine
the distribution of X, the first step is to find the density of M. Thus, if m > 0

Futm) = POT < m) =P (72 ) = [ hputeds

Taking derivatives with respect to m gives
1 1 1 1 1 1
- 1 - . .ot Ymae) g —1-p —1/(ma)
fM(?’TL) mel/M( /m> m2 F(p) aP m € F(p) aP m €
provided that m > 0. Therefore, by the law of total probability,

°°1 1 o1
/fXMm()fM dm/ i m~17P . em1/(ma)

c— 7M™ dm
a m

1 / m—2 D . e m(23+ )dm
I‘ ap

Let u = % so that du = —# dm and the integral above becomes

! 1/ uP - e~ ) du.
Tk g

Next letv:u(aH—%) so that dv—( + 1

) du and the integral above becomes
11 1\ Pt es
== — |+~ / v e dv.
I'(p) a? a 0

/ vPeTVdv=T(p+1)
0

and so we conclude, for z > 0 (and using the fact that I'(p + 1)

But

T(p)) that
11 1\ P! 1
0= (o+7) T+ =5

which happens to be the density function of a translated Pareto distribution



