Stat 252.01 Winter 2006
Assignment #7 Solutions

(9.73) If Y7,...,Y,, are iid exponential(f), then each Y; has common density
1
f(y‘e) = ae_y/ev Yy > 0.

Therefore, the likelihood function is

L(9) = f[ fwil0) = ﬁ; Ui/l — 7" exp (—;Xn:y@> :
i=1 i=1 =1

The maximum likelihood estimator Gy is obtained by maximizing L(6), or equivalently, by
maximizing the log-likelihood function ¢() given by
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g (;Zyl> = _(Znyi)Q <0.

By the second derivative test we conclude,
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Since 6 > 0, we see that the function T'(f) = 62 is one-to-one. Therefore, the maximum likelihood

estimator of 62 is )
el%/ILE =Y.

(9.74) (b) If Y3,...,Y,, are a random sample from the density function
1 1
flo) = gry™te 0y >0

where 6 > 0 is a parameter, then the likelihood function is
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The maximum likelihood estimator Ay is obtained by maximizing L(6), or equivalently, by
maximizing the log-likelihood function ¢() given by

n 1 n
0(0) = —nlogl + nlogr + (r — 1)Zlogyi— 523/{

Since .
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we find ¢/(6) = 0 when
no1 ¢, 1.,

Finally
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By the second derivative test we conclude,
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(9.75) (a) Suppose that Y7, ...,Y,, are iid uniform[0, 26 + 1] so that each Y; has density function

so that

f(ylo) = 0<y<20+1.

1
20 +1°
The likelihood function is

L) =[] fwil6) = (20 +1)™"
=1

provided that 0 < y; < 20+ 1 for each i = 1,...,n. In other words,

(20 +1)"", 0<max{yi,...,yn} <2041,

L(0) = .
0, otherwise.

The maximum likelihood estimator Oy is obtained by maximizing L(6). Since (20 + 1)~

is strictly decreasing in 6 provided that 0 < max{yi,...,yn} < 20 + 1, we see that the

maximum value is obtained when @ is chosen as small as possible subject to the constraint

max{yi,...,Yn} < 20+ 1. Thus, the maximum likelihood estimator is

max{Yy,...,Y,} —1
5 .

OMLE =

(9.76) (a) Suppose that Y7, Ys, Y3 are iid Gamma(2, #) random variables so that each has density

1 _
FWlo) = yye ™, y>0



Therefore, the likelihood function is

3 3 1 3 1 3
20) = T1tlo) = [ e/ = 07 I L0 (‘ezy")'
1=1 i=1 i=1

The maximum likelihood estimator Gy is obtained by maximizing L(0), or equivalently, by
maximizing the log-likelihood function ¢() given by

3
00) = —610g9—i—210gyZ Zyi.
0=

=1

Since

we find ¢/(6) = 0 when

Finally

so that

Based on the observed data, we find that the maximum likelihood estimate of 6 is

A 120 4+ 130 + 128
OMLE = i 5 + = 63.

(b) Since each Y7, Ys, Y5 are iid Gamma(2, 6), and since
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we conclude

and



(c) If = 130, then an approximate bound for the error of estimation is given by

" 02 1302
24/ Var(Ovre) = 24/ i 24/ 5 ~ 106.14.

(d) Since the variance of Y is Var(Y) = 262, we conclude that the MLE of Var(Y) is
Var(Y)y g = 2035 = 2(63)? = 7938.

(9.77) (a) Suppose that Y7,...,Y,, are a random sample from the density function

_ 1 a—1,-y/0
f(y|9) - F(Oé)eay € ) ) > 0

where a > 0 is known. Therefore, the likelihood function is

200) =[] 1(0l6) = T gt~ =07 o (H y> exp <_; zyz) .
. s =1

The maximum likelihood estimator Oy is obtained by maximizing L(#), or equivalently, by
maximizing the log-likelihood function ¢(6) given by

0(0) = —nalogf — nlog'(a) + (v — 1) Zlogyl GZyl
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we find ¢/(0) = 0 when
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since o > 0. By the second derivative test we conclude,

OriLe = ZY =
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