Statistics 251-Introduction to Probability
Fall 2015 (201530)
Final Exam Solutions

Instructor: Michael Kozdron

1. (a) By definition, F'x(z) = P(X < z). Note that if z < 1, then Fx(z) =0. If 1 <z <2, then

Fx(x):/l (4 —2t)dt = (4t — t*)| =4da —2® - 3.
1

If x > 2, then Fx(z) = 1. In summary,

0, T <1,
Fx(z)=<4x —2%2 -3, 1<x<2,
1, x>2
1. (b) We find
2 2
16 2 14 4
E(X)= [ (42 —22*)dx = (222 )| =8 - -2+ - =6—— =
(X) /1(1' x%) dz (:): R 1 5 +3 3 =3
1. (c) We find
2 2
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E(X?) = 422 — 22N dex = (=2 - 22t ) | == - = 4 o=
()/1($$)x<3$4x1343+434666
and so

11 4\? 11 16 33 32 1
Var(X):E(XQ)—[E(X)F:_<3> =" 9" B B -

1. (d) Note that m = Med(X) if Fx(m) = 0.5. That is, m satisfies

—

., or equivalently, m? —4m + 5= 0.

dm —m? -3 =

N

Solving for m implies that
4++/16—14 1 1
m e {Vi} :{2_7 2+}
2 V2 V2

Since P(1 < X < 2) =1, it is clear that the smaller of the two roots of the quadratic satisfied by
m is the median; that is,

Med(X) =2 —

Nl

1. (e) Note that P(X > 1) = 1 implying that
3 (3)° 3
P(X <15 X >1)=P(X <15)=Fx(15)=4-5 - (5) -3=7

2. Note that XY = 0 if and only if at least one of X or Y equals 0. That is,

(XY =0} ={X =0} U{Y =0}



and so

P(XY=0)=P{X =0}U{Y =0}) =P(X =0)+P(Y =0) - P{X =0} n{Y =0})
=P(X=0)+P(Y =0)-P(X =0)P(Y =0)

where the last equality uses the fact that X and Y are independent.

3. Note that B C AU B so that 0.4 = P(B) < P(AU B). Moreover,
P(AuB)=P(A)+P(B)-P(ANB)<P(A)+P(B)=04+0.2=0.6

implying that 0.4 < P(AUB) < 0.6. (Note that there are no tighter bounds possible using only the
given information. In particular, if you use A C AUB to conclude 0.2 = P(A) < P(AUB), then, al-
though it is a true statement, it is not the largest possible lower bound using the given information.)

4. Let A; be the event that Andrew opens the lock on the ith try. Therefore, the probability that
Andrew opens the lock on the third try is

9
P(AF 1 A 1 As) = P(AS) - P(45 | A9) - P(Ag | A7 A5) = o
5. Let A denote Alice’s number and let B denote Bob’s number. Clearly P(A = B) = % implying

that P(A # B) = %. By symmetry, P(A< B)=P(B < A) = %. Therefore if X denotes Alice’s
winnings, then
15 21 45 5

E(X)=10-P(X =10) -5 -P(X =5) = 10P(A>B) —5P(A>B)=10- — —5. — = — = °
(X) =10-P( 0) =5 P(X=5=10P(A>B) -5P(A2B) =10 52 =5 o = oo = ¢

6. The distribution function of Y is

Fy(y)ZP(YSy)=P<2+)2(§y>:P<)2(§y—2>:P<X>22>:1—P<X§2>

T Y- y—2
implying that the density function of Y is

fy(y) = (fyFy(y) = —fx <yi2> '(i/yiQ - (y_22)2fX <yi2>

ot () (5%)

(y —4)°
(y —2)?

= 10752
provided that y > 4.

7. Let X; = 1 if the ith flip is heads and let X; = 0 if the ith flip is tails. The total number of
heads is S = X7 + -+ - + X400. Note that E(X;) = 1/2 and Var(X;) = 1/4 so that

1
E(S) =E(X1+ -+ + Xa00) = E(X1) + -+ + E(X400) = 400 - 5 = 200.
Furthermore, since X1, ..., X400 are independent,

1
Var(S) = Var(X1 + -+ X400) = Var(Xl) + -+ Var(X400) =400 - Z = 100.



Therefore, Chebychev’s inequality implies

Var(S 100 5
P(185 < § < 215) = P(—~15 < § — 200 < 15) = P(|S — 200/ < 15) > 1 — 12(2)21—22529.

8. Using the fact that X and Y are independent, we conclude that the moment generating function
for Z is

mz(t) = E(e?) = E(e™F)) = E(e"Xet) = E(e™)E(e?Y) = mx (£)my () = (1 — 2¢)73(1 — 2¢) 2
=(1—2t)7°
Since
mly(t) =10(1 —2t)75, m(t) =120(1 — 2t)~7, m'J(t) = 1680(1 — 2t)~8
we conclude that
E(Z3) = m/y(0) = 1680.

9. (a) The probability that motor ¢ operates for at least 5 months is
o0
P(X;>5)= / e dr =e .
5

Therefore, the probability that at least 3 motors operate for at least 5 months is

P(at least 3 of the 5 motors operate for at least 5 months)
= P(exactly 3 of the 5 motors operate for at least 5 months)
+ P(exactly 4 of the 5 motors operate for at least 5 months)
+ P(exactly 5 of the 5 motors operate for at least 5 months)

= (Z) (e™)PA—e®)? + @ (€)1 —e ) + @ (e7®)(1 — )"
=10e P11 —e )2 45201 —e ) e B

= e 25(10e710 — 15¢7° — 6)
= 0.0000030281

9. (b) By definition, the distribution function of Y is Fy(y) = P(Y < y). Clearly, if y < 0, then
Fy (y) = 0. However, if y > 0, then

PY<y)=1-PY >y)=1-P(min{ Xy, Xo, X3, X4, X5} > v)

(
(

=1-PXi>y,Xo>y, X3>y, X4 >y, X5 >vy)
=1-P(X; > y)P(X2 > y)P(X3 > y)P(Xy > y)P(X5 > y)
=1-[P(X; >y

=1—(e7¥)°

=1—e%.

In summary,



Thus, the density function of Y is

and so
1

/ 5ye oY d —1/Ooue_“du—1 re)=-
ve “WE5 ), ~ 5 ~ 5
X

1) =1 and so if Y > 1, then Y is necessarily greater than X.
ence, using the law of total probability, we obtain

10. We observe that P(0 <
That is, P(X > Y|Y > 1) =

o0

1 2
POY >V = n)frdy= [ PO >unfr)ds=g [ P>y

— 00
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— 00
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2 Jo 2 2 Jo 2Jo Ly

1 [t 1 1\ 1
= - l—y)dy==(1—=|=-.
24( y)dy 2< 2> 1
11. (a) If X; denotes the number of pairs of shoes that Jessica has bought up to time ¢ (measured

in weeks), then X; has a Poisson distribution with parameter At. Since she is assumed to buy shoes
at a rate of 1 pair per week, we know A = 1. Therefore, the expected number of shoes that she

buys in one year is E(X352) = 52.
11. (b) The probability that she bought 6 pairs of shoes in February 2015 is
P(X,=06)=

11. (c) Using properties of conditional probability and the Poisson process, we find

Pwa:2uh:6%:PQ@:&Xi:mPQa:m::ngnguﬁzzt:%éﬁgfl
P(X4 = 6) P(X4 = 6) %?6_4
1215

T 4096



