
ARTICLE IN PRESS
Statistics & Probability Letters 71 (2005) 303–311
0167-7152/$ -

doi:10.1016/j.

$The work

Canada. The
�Correspon

E-mail add
www.elsevier.com/locate/stapro
More on complete convergence for arrays$

Soo Hak Sunga,�, Andrei I. Volodinb, Tien-Chung Huc

aDepartment of Applied Mathematics, Pai Chai University, Doma-2-Dong, Seo-Gu, Taejon 302-735, Republic of Korea
bDepartment of Mathematics and Statistics, University of Regina, Regina, Sask., Canada S4S 0A2

cDepartment of Mathematics, Tsing Hua University, Hsinchu 30043, Taiwan

Received 25 March 2004; received in revised form 15 November 2004

Available online 20 December 2004
Abstract

A complete convergence theorem for arrays of rowwise independent random variables was proposed by
Hu et al. (Statist. Probab. Lett. 38 (1998) 27). Two years later, Hu and Volodin (Statist. Probab. Lett. 47
(2000) 209) imposed one additional condition in addendum to the paper. In this paper, we prove the
complete convergence theorem without the additional condition.
r 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The concept of complete convergence of a sequence of random variables was introduced by Hsu
and Robbins (1947) as follows. A sequence fUn; nX1g of random variables converges completely

to the constant y ifX1
n¼1

PðjUn � yj4�Þo1 for all �40:
see front matter r 2004 Elsevier B.V. All rights reserved.
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In view of the Borel–Cantelli lemma, this implies that Un ! y almost surely. The converse is
true if fUn; nX1g are independent random variables. Hsu and Robbins (1947) proved that the
sequence of arithmetic means of independent and identically distributed random variables
converges completely to the expected value if the variance of the summands is finite. Erdös (1949)
proved the converse. We refer to Gut (1994) for a survey on results on complete convergence
related to strong laws and published before the 1990s.
The result of Hsu–Robbins–Erdös has been generalized and extended in several directions.

Some of these generalizations are in a Banach space setting. A sequence of Banach space valued
random elements is said to converge completely to the 0 element of the Banach space if the
corresponding sequence of norms converges completely to 0.
The papers Hu et al. (1998, 1999) unify and extend the ideas of previously obtained results on

complete convergence. That was the reason why Adler (2000) stated the following about the paper
Hu et al. (1998): ‘‘This result is quite optimal’’. The papers Hu et al. (1998, 1999) are devoted to an
extension of the Hsu–Robbins theorem to general arrays of rowwise independent but not
necessarily identically distributed random variables or Banach space valued random elements.
The complete convergence result for row sums with the corresponding rates of convergence is
obtained. In the main results of Hu et al. (1998, 1999), no assumptions are made concerning the
existence of expected values or absolute moments of the random variables or elements and no
assumptions are made concerning the geometry of the underlying Banach space.
To be more precise, Hu et al. (1998) stated the following complete convergence theorem for

arrays of rowwise independent random variables fX ni; 1pipkn; nX1g; where fkn; nX1g is a
sequence of positive integers.

Theorem 1. Let fX ni; 1pipkn; nX1g be an array of rowwise independent random variables and

fan; nX1g a sequence of positive constants such thatX1
n¼1

an ¼ 1: (1)

Suppose that for every �40 and some d40:
(i)

P1

n¼1an

Pkn

i¼1PðjX nij4�Þo1;

(ii)
 there exists JX2 such thatX1

n¼1

an

Xkn

i¼1

EX 2
niIðjX nijpdÞ

 !J

o1;
(iii)

Pkn

i¼1EX niIðjX nijpdÞ ! 0 as n ! 1:
Then
1

n¼1anPðj
kn

i¼1X nij4�Þo1 for all �40:

P P

The proof of Hu et al. (1998) is mistakenly based on the fact that the assumptions of Theorem 1
imply that

Xkn

i¼1

X ni ! 0 in probability (2)
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as n ! 1: Two years later, Hu and Volodin (2000) mentioned that condition (2) does not
necessarily follow from the assumptions of Theorem 1. So they replaced condition (1) by the
following condition:

the sequence fan; nX1g is bounded away from zero, that is; lim inf
n!1

an40:

In this case the assumptions of Theorem 1 will imply the convergence in (2).
Moreover, they also presented a simple counterexample where all assumptions of Theorem 1

are satisfied, but condition (2) is not true. Another counterexample to the same statement was
presented in the paper Hu et al. (2003).
What is important to mention is that both counterexamples are counterexamples to the proof of

Hu et al. (1998), but not to the result. In both examples the conclusion of Theorem 1, that is the
complete convergence result remains true. So Hu and Volodin (2000) left an open problem
whether Theorem 1 is true for any sequence fan; nX1g:
Hu et al. (2003) gave a first partial solution to this question. They proved the following result.

Theorem 2. Let fX ni; 1pipkn; nX1g and fan; nX1g be as in Theorem 1 except that (ii) and (iii) are
replaced by ðiiÞ0 and ðiiiÞ0; respectively:
ðiiÞ0
 there exists JX2 such that

X1
n¼1

an

Xkn

i¼1

VarðX niIðjX nijpdÞÞ

 !J

o1;
ðiiiÞ0
 max1pipkn
j
Pi

l¼1EX nlIðjX nljpdÞj ! 0 as n ! 1:
Then
P1

n¼1anPðj
Pkn

i¼1X nij4�Þo1 for all �40:

Next partial solution was given by Kuczmaszewska (2004).

Theorem 3. Let fX ni; 1pipkn; nX1g and fan; nX1g be as in Theorem 1 except that (iii) is replaced
by
ðiiiÞ00
 medð
Pkn

i¼1X niIðjX nijpdÞÞ ! 0 as n ! 1:
Then
P1

n¼1anPðj
Pkn

i¼1X nij4�Þo1 for all �40:

In this paper, we solve this question completely. We prove Theorem 1 as stated. Our proof is
different from those of Hu et al. (1998) and Kuczmaszewska (2004), and it does not use a
symmetrization procedure and therefore convergence in probability statements.
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2. Preliminaries

The following two lemmas will be used to prove our main result. Lemma 1 is well known;
Marcinkiewicz–Zygmund inequality (see Chow and Teicher, 1978, p. 356) when 1ppp2;
Rosenthal’s inequality (Rosenthal, 1970) when p42:
Lemma 1. If X 1; . . . ;X n are independent random variables with EX i ¼ 0; 1pipn; then there exists
a positive constant Cp depending only on p such that
(i)
 for 1ppp2;

E
Xn

i¼1

X i

�����
�����
p

pCp

Xn

i¼1

EjX ij
p;
(ii)
 for p42;

E
Xn

i¼1

X i

�����
�����
p

pCp

Xn

i¼1

EjX ij
p þ

Xn

i¼1

EX 2
i

 !p=2
8<
:

9=
;:
Hu et al. (2003) proved the following lemma which is a version of the famous
Hoffmann–Jørgensen inequality for independent, but not necessarily symmetric, random

variables. Cf., for example Ledoux and Talagrand (1991, Proposition 6.7), where the ‘‘noniterated
case’’ (j ¼ 1) of this result is proved.

Lemma 2. If X 1; . . . ;X n are independent random variables, then for every integer jX1 and t40

PðjSnj46jtÞpCjP max
1pipn

jX ij4
t

4j�1

� 
þ Dj max

1pipn
P jSij4

t

4j

� � �2j

;

where Cj and Dj are positive constants depending only on j; and Si ¼
Pi

l¼1X l for 1pipn:

With the preliminaries accounted for we can now prove the result.
3. Proof of Theorem 1

Let �40 be given. Without loss of generality, we may assume 0o�pd: Take an integer
j such that 2j

XJ: Define X 0
ni ¼ X niIðjX nijp�=ð4j�1 � 6 � 6jÞÞ; X 00

ni ¼ X niIðjX nij4dÞ; and
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X 000
ni ¼ X niIð�=ð4

j�1 � 6 � 6jÞojX nijpdÞ for 1pipkn and nX1: Then

X1
n¼1

anP
Xkn

i¼1

X ni

�����
�����4�

 !
p
X1
n¼1

anP
Xkn

i¼1

ðX 0
ni � EX 0

niÞ

�����
�����4 �

3

 !

þ
X1
n¼1

anP
Xkn

i¼1

X 00
ni þ

Xkn

i¼1

ðEX 0
ni þ EX 000

niÞ

�����
�����4 �

3

 !

þ
X1
n¼1

anP
Xkn

i¼1

ðX 000
ni � EX 000

niÞ

�����
�����4 �

3

 !

¼: Iþ IIþ III:

For I, we will apply Lemma 2 to the random variable X 0
ni � EX 0

ni: Noting that

max
1pipkn

jX 0
ni � EX 0

nijp�=ð4j�1 � 3 � 6jÞ;

we have by Lemma 2 and Markov’s inequality that

P
Xkn

i¼1

ðX 0
ni � EX 0

niÞ

�����
�����4 �

3

 !

pCjP max
1pipkn

jX 0
ni � EX 0

nij4
�

4j�1 � 3 � 6j

� 

þ Dj max
1pipkn

P
Xi

l¼1

ðX 0
nl � EX 0

nlÞ

�����
�����4 �

4j � 3 � 6j

 !" #2j

pDj max
1pipkn

P
Xi

l¼1

ðX 0
nl � EX 0

nlÞ

�����
�����4 �

4j � 3 � 6j

 !" #J

pDj
4j � 3 � 6j

�

� 2J
max
1pipkn

E
Xi

l¼1

ðX 0
nl � EX 0

nlÞ

�����
�����
2

0
@

1
A

J

pDj
4j � 3 � 6j

�

� 2J Xkn

l¼1

EjX 0
nlj
2

 !J

pDj
4j � 3 � 6j

�

� 2J Xkn

i¼1

EX 2
niIðjX nijpdÞ

 !J

:

Hence Io1 by (ii).
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For II, we have by (iii) that there exists an integer N such that j
Pkn

i¼1ðEX 0
ni þ EX 000

niÞjo�=6 if
nXN: For nXN;

P
Xkn

i¼1

X 00
ni þ

Xkn

i¼1

ðEX 0
ni þ EX 000

niÞ

�����
�����4 �

3

 !

pP
Xkn

i¼1

X 00
ni

�����
�����þ

Xkn

i¼1

ðEX 0
ni þ EX 000

niÞ

�����
�����4 �

3

 !

pP
Xkn

i¼1

X 00
ni

�����
�����4 �

6

 !

p
Xkn

i¼1

PðjX nij4dÞ:

It follows that IIo1 by (i).
For III, we will apply Lemma 1 to the random variable X 000

ni � EX 000
ni : Observe that

EjX 000
ni � EX 000

nij
2Jp22J�1 EjX 000

nij
2J þ jEX 000

nij
2J

� �
p22JEjX 000

nij
2J

p22Jd2JP jX nij4
�

4j�1 � 6 � 6j

� 

and

EðX 000
ni � EX 000

niÞ
2pEjX 000

nij
2pEX 2

niIðjX nijpdÞ:

It follows by Markov’s inequality and Lemma 1 that

P
Xkn

i¼1

ðX 000
ni � EX 000

niÞ

�����
�����4 �

3

 !

p
3

�

� 2J
E
Xkn

i¼1

ðX 000
ni � EX 000

niÞ

�����
�����
2J

p
3

�

� 2J
C2J

Xkn

i¼1

EjX 000
ni � EX 000

nij
2J þ

Xkn

i¼1

EðX 000
ni � EX 000

niÞ
2

 !J
8<
:

9=
;

p
3

�

� 2J
C2J 22Jd2J

Xkn

i¼1

P jX nij4
�

4j�1 � 6 � 6j

� 
þ

Xkn

i¼1

EX 2
niIðjX nijpdÞ

 !J
8<
:

9=
;:

Hence IIIo1 by (i) and (ii).
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4. Concluding remarks

Mention that assumptions (ii) and (iii) of Theorem 1 is somehow difficult to check. For a special
case of mean zero array we can establish the following result, where these assumptions are
simplified.

Proposition 1. Let fX ni; 1pipkn; nX1g be an array of rowwise independent mean zero random

variables and fan; nX1g a sequence of positive constants. Next, let fðxÞ be a real function such that
for some d40:

sup
xXd

x

fðxÞ
o1 and sup

0pxpd

x2

fðxÞ
o1:

Moreover, suppose that for all �40:
(i)

P1

n¼1an

Pkn

i¼1PðjX nij4�Þo1;

ðiiÞ000
 there exists JX2 such thatX1

n¼1

an

Xkn

i¼1

EfðjX nijÞ

 !J

o1 and
ðiiiÞ000
 if the sequence fan; nX1g is not bounded away from zero, that is, if lim infn!1an ¼ 0; then

assume also that

Xkn

i¼1

EfðjX nijÞ ! 0 as n ! 1:
Then
P1

n¼1anPðj
Pkn

i¼1X nij4�Þo1 for all �40:

Proof. In view of Theorem 1, it is enough to show that conditions (ii) and (iii) are satisfied.
For (ii) note that

Xkn

i¼1

EX 2
niIðjX nijpdÞ ¼

Xkn

i¼1

E
X 2

ni

fðjX nijÞ
IðjX nijpdÞfðjX nijÞ

p sup
0pxpd

x2

fðxÞ

� Xkn

i¼1

EfðjX nijÞ:

For (iii) since EX ni ¼ 0 it follows that

Xkn

i¼1

EX niIðjX nijpdÞ

�����
����� ¼

Xkn

i¼1

EX niIðjX nij4dÞ

�����
�����

p
Xkn

i¼1

E
jX nij

fðjX nijÞ
IðjX nij4dÞfðjX nijÞ

p sup
x4d

x

fðxÞ

� Xkn

i¼1

EfðjX nijÞ ! 0: &
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Remarks. (1) It is obvious that if the sequence fan; nX1g is bounded away from zero, that is, if
lim infn!1an40; then assumption ðiiiÞ000 is unnecessary, it follows from assumption ðiiÞ000:
(2) Take fðxÞ ¼ xq; 1pqp2; in order to obtain the result formulated in Remark (2) of Hu et al.

(1998). Another example of function fðxÞ that satisfies assumptions of Proposition 1 is fðxÞ ¼
xqLogaðxÞ; where LogðxÞ ¼ maxf1; logðxÞg; 1pqp2; and a is arbitrary for 1oqo2; aX0 for q ¼ 1;
and ap0 for q ¼ 2:

There is an interesting problem left here, namely how it is possible to generalize Theorem 1 in
the Banach space setting. There are two methods for such a generalization. The first one, called
‘‘stability result’’, deals with an arbitrary separable Banach space, without any geometric
assumptions. We refer to the paper Hu et al. (1999) for such a result.
The second method of establishing limit theorems in Banach space setting deals with geometric

assumptions on the underlying Banach space. One of the most well-known geometric assumptions
is the type p.
Recall that a real separable Banach space ðB; k kÞ is said to be of (Rademacher) type p; 1ppp2;

if there exists a positive constant C such that

E
Xn

i¼1

X i

�����
�����

p

pC
Xn

i¼1

EkX ik
p

for all independent mean zero and finite pth moment random elements X 1; . . . ;X n with values
in B:
Let us mention that a version of Hoffmann–Jørgensen inequality (Lemma 2) is still valid for

independent, but not necessarily symmetric, random elements with values in B: For a random
element X with expected value and p40 denote spðX Þ ¼ EkX � EXkp: Theorem 2 can be
generalized to Banach space setting and the following result was proved in Hu et al. (2003).

Theorem 4. Let fX ni; 1pipkn; nX1g be an array of rowwise independent random elements taking

values in a real separable Banach space ðB; k kÞ of type p; 1ppp2; and fan; nX1g a sequence of
positive constants. Suppose that for every �40 and some d40:
(i)

P1

n¼1an

Pkn

i¼1PðkX nik4�Þo1;

(ii)
 there exists JX2 such that

X1
n¼1

an

Xkn

i¼1

spðX niIðkX nikpdÞÞ

 !J

o1;
(iii)
 max1pipkn
k
Pi

l¼1EX nlIðkX nlkpdÞk ! 0 as n ! 1:
Then
P1

n¼1anPðk
Pkn

i¼1X nik4�Þo1 for all �40:

We would like to mention that the proof of Theorem 4 is very close to the proof of Theorem 2.
Unfortunately, we were not able to adopt the proof of Theorem 1 we presented here to the Banach
space setting. We expect that something can be done in the so-called RosðpÞ; 1ppo1 Banach
spaces, cf. Ledoux and Talagrand (1991, Section 10.2).
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