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ON CONVERGENCE OF SERIES OF
INDEPENDENT RANDOM VARIABLES

Soo HAK SuNG AND ANDREI I. VOLODIN

Abstract. Thegate of convergence for an almost surely conver-
gent series S, = [, X; of independent random variables is stud-
ied in this paper. More specifically, when S,, converges almost
Brely to a random variable S, the tail series T,, = S — Sp—1 =

2 . X is a well-defined sequence of random variables with T,, —
0 almost surely. Conditions are provided so that for a given posi-

tive sequence {bn,n > 1}, the limit law supy >, [Tk|/bn Z 0 holds.
This result generalizes a result of Nam and Rosalsky [4].

1. Introduction

Throughout this paper, {X,,,n > 1} is a sequence of independent ran-
dom variables defined on a probability space (2, F, P). As usual, their
partial sums will be denoted by S, = Y., X;,n > 1. If S,, converges
almost surely (a.s.) to a random variable S, then (set Sy = 0)

TnES_Sn—lziXia n=>1

i=n

is a well-defined sequence of random variables (referred to as the tail
series) with

(1.1) T, — 0 a.s.
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In this paper, we shall be concerned with the rate in which S,, converges
to S or, equivalently, in which the tail series T}, converges to 0. Recalling
that (1.1) is equivalent to

sup [Ti,| 2+ 0,

k>n
Nam and Rosalsky [4] proved the limit law

SUPg>n ITx| p

TR TP R0
bn,

if {X,,,n > 1} is a sequence of independent random variables with

EX, = 0,n > 1, and {b,,n > 1} is a sequence of positive constants

such that

(1.3) DIl = o(bh)

for some 1 < p < 2. Rosalsky and Rosenblatt [7] extended Nam and
Rosalsky’s result to Banach spaces of Rademacher type p. Rosalsky and
Rosenblatt [8] extended Nam and Rosalsky’s result to the setting of
martingale differences. The main purpose of this paper is to generalize
Nam and Rosalsky’s result. More specifically, we will provide more
general conditions than (1.3), under which the limit law (1.2) holds.

(1.2)

2. Preliminary lemmas

Some lemmas are needed to establish the main results. The first
lemma is due to von Bahr and Esseen [1].

LEMMA 1 (von Bahr and Esseen [1]). Let X;i,---,X, be random
variables such that E{X,,1+1|Sm} =0 for 0 < m <n — 1, where Sy =0
and S, =Y i~ X; for 1 <m <mn. Then

n
E|Su|P <2 E|X;| forall 1 <p<2.
=1

Note that Lemma 1 holds when X;,---,X,, are independent ran-
dom variables with FX,, = 0 for 1 < m < n. Nam, Rosalsky, and
Volodin [6] proved the following maximal inequality for the tail series
using Etemadi’s [3] maximal inequality for the partial sums. Further-
more, the maximal inequalities for the partial sums and the tail sums
hold for Banach space valued random variables.
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LEMMA 2 (Nam, Rosalsky, and Volodin [6]). Let {X,,,n > 1} be a
sequence of independent random variables with Y -, X,, converges a.s.
Then setting T,, = > oo X;,n > 1,

P{sup |Tx| > €} < 4sup P{|Ti| > <}, € > 0.
k>n k>n 4

LEMMA 3. Let {X;,n <1i < N} be a sequence of independent ran-
dom variables with EX; = 0,n <1i < N. Let {g;(z),n <i < N} be a
sequence of functions defined on [0, 00) such that

gi(z) | gi(z)

(2.1)  0<g;(0) < gi(x), , "

|l on (0,00),n <i<N

for some 1 < p < 2. Let {b;,n < i < N} be a sequence of positive
constants. Then for e > 0
N N
X; 22+l 92 Egi(|Xil)
P>+ ) X
21> = o) X

Proof. Define X| = X, I(|1X;| < b;), X! = X;I(|Xi| > b;) forn <i <
N. Noting that £X; =0 for n <i < N, it follows that
N

N N
e Y
i=n ' i=n v

. (2
=N

By using the Markov’s inequality and Lemma 1, we have

P35>

N X!~ EX!
M=

IA

N
: X/~ EX/
- 5} S E

(2.2)

IN

N
9P X! — EX!
e¥ i= bi

N
P2 X' - EX"
,E’ E -t T
+ e & b;

)

2p+1

IN

N N
X! — EX! 2 X!"—-EX/!
E [ 1P = E‘ 4 1
22l G BIX{P | 22 G~ EIXY)

+=> .

e b? € ¢ b;

IN

1=n
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It follows from (2.1) that on the set { : |z| < b;} we have |z[P/b! <
9i(|x])/gi(b;). Thus we have

N N N
E|XG|P Egi(1Xil) Egi(1Xil)
23 ; by = ; 9i(bi) = ; gi(bi)

On the set {z : |z| > b;}, we have |z|/b; < g;(|x])/gi(b;). Thus we get

N N N
L7 Egi(1X7]) Egi(|1X])
24 < AN i BV AN AV
The result follows by (2.2), (2.3), and (2.4). O

REMARK 1. When p = 1, Lemma 3 holds without the independence
condition. However, the independence condition is necessary if 1 < p <
2. Such a counter-example can be easily obtained.

The following lemma was proved by Nam and Rosalsky [5].

LEMMA 4. Let {X,,n > 1} be a sequence of independent and sym-
metric random variables with Y | X, converges a.s. Then the tail
series {T,, = > oo X;,n > 1} is a well-defined sequence of random
variables and for every e > 0 and n > 1 the inequality

P{ sup |Tx| > e} <2P{|T,| > €}
k>n

holds.

The following lemma gives conditions so that the tail series weak law
of large numbers
T,
bn,

3

(2.5) 20

and the limit law

SuPg>n Tx| p

(2.6) b, —0

are equivalent, where T}, = >~ °°  X;, n > 1.
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LEMMA 5. Let {X,,,n > 1} be a sequence of independent random
variables with 3> | X,, converges a.s. Let {b,,n > 1} be a sequence of
positive constants. Assume that either {b,,n > 1} is a sequence of non-
increasing or {X,,,n > 1} is a sequence of symmetric random variables.
Then (2.5) and (2.6) are equivalent.

Proof. Since (2.6) clearly implies (2.5), it needs to show that (2.5)
implies (2.6). When {b,} is a sequence of non-increasing, Nam and
Rosalsky [5] proved that (2.5) implies (2.6). We now let {X,} is a
sequence of independent and symmetric random variables. By Lemma

4, we have
T, T,
P{Sumzn‘k’ > e} < QP{’b’ > e}.

Hence (2.5) implies (2.6). O

3. Main results

With the preliminaries accounted for, the main results of this pa-
per may be established. Theorem 1 gives conditions so that the series
>0 1 X, converges a.s.

THEOREM 1. Let {X,,,n > 1} be a sequence of independent random
variables with EX,, = 0,n > 1, and let {b,,n > 1} be a sequence of
positive constants. Let {g,(x),n > 1} be a sequence of functions defined
on [0, 00) such that

(3.1) 0<9g,(0) <gn(x), 0<gn(xr)T as nloo foreach = >0

and

gn () gn(2)
(3.2) g, P on (0,00)m 21
for some 1 < p < 2. If
(3.3) > Bgn(1Xn]) < o0,
n=1

then {T,,,n > 1} is a well-defined sequence of random variables, and for
allm > 1 and all € > 0,

supysy, [Tkl 21043 96\ & Fg.(1X;])
PIEEE s e < (T D) T
R Grrah e DY 9:(bn)

=n
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Proof. First, we show that T, is well-defined random variable, i.e.,
> . X, converges a.s. Let X/, = X, I(|X,| < 1),n > 1. Noting that
(3.2) implies g, (x) T on (0,00),n > 1, we have

D O P{Xa| > 1} <> P{ga(IXal) > gn(1)}
— Egn(|Xn)
n=1 gn(l)
1 oo
< (1) ;Egn(’Xﬂ’) <0

by (3.1) and (3.3). It follows from (3.2) that on the set {x : |x| < 1} we
have |z|? < |z|P < gn(|7])/gn(1). Thus we have

oo oo
> Var(X)) <> EIX)?
n=1 n=1

o0

1

< Egn(IX%))
n:lgn<1)

< 1S mg(x) <
—_ gn n m‘
91(1) —~

On the set {z : |z| > 1} we have |z| < ¢,,(|z|)/gn(1). Using this and the
fact that EX,, =0, we get

S IEX,| =Y |EXoI(1X,] > 1)
n=1 n=1

<3 BXI(X, > 1)
. B (Xl [(Xa] > 1))
= nz::l gn(1)

0.9}

111) > Egn(|Xn]) < oo.

<

Q

Thus Y~ X,, converges a.s. by the Kolmogorov’s three-series theorem.
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Now we find an upper bound of P{supy,, |Tx|/b, > €}. Observe that,
by Theorem 8.1.3 of Chow and Teicher [2], for € > 0

Thus, it follows by Lemma 2 and Lemma 3 with b; = b,,k < i < M,
that

SUPk>p, |17 T
P{ipk2 i >e}§4supP{M>E}
br, E>n b 4

P{|Ty| > e} = P{ 1

M
} < limian{‘

M — oo

{)ziﬁm )

<4 li t P -
sup lim in b > 1

k>n M—oo

M
( 2%t 92 ) Egi(1X;])

<4supliminf ( —— + —
k>n M —o0 (6/4)p 6/4 — gz(bn)
94p+3 26 e Eg:(|X;
(DX
—  gi(bn
Hence the proof is completed. ]

THEOREM 2. Let {X,,,n > 1} be a sequence of independent random
variables with EX,, = 0,n > 1, and let {g,(x),n > 1} be a sequence of
functions defined on [0, 00) satisfying (3.1) and (3.2). Let {b,,n > 1}
be a sequence of positive constants such that

(3-4) Y Egi(|Xi]) = o(gn(bn)).

Then {T,,,n > 1} is a well-defined sequence of random variables obeying
(2.6)

Proof. Since (3.4) implies (3.3), T, is well-defined by Theorem 1.
Also, Theorem 1 implies that

SUPg>n |Tk’ 214p+3 26 Egz(‘Xz’)
P g2 (o )

€p €
24p+3 1 o0
= ( €pP )gn(bn ZEQZ [X:l) = o(1).

/‘\
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Thus the proof is completed. O
Nam and Rosalsky [4] proved the following corollary which is the
special case g, (z) = |z|P,x > 0,n > 1, of Theorem 2.
COROLLARY 1. Let {X,,,n > 1} be a sequence of independent ran-

dom variables with EX,, = 0,n > 1, and let {b,,n > 1} be a sequence
of positive constants such that

(3.5) ZE|X1-|” = o(b?)

for some 1 < p < 2. Then {T,,,n > 1} is a well-defined sequence of
random variables obeying (2.6).

The following example illustrates the sharpness of Theorem 2. It
shows that if o in (3.4) is replaced by O, then Theorem 2 can fail. It
also shows that if p > 2, then Theorem 2 can fail.

EXAMPLE 1. Let {Y,,,n > 1} be sequence of independent and iden-
tically distributed N(0,1) random variables, and let {a,,n > 1} be

a sequence of positive constants such that > - a2 < co. Let X,, =
anYp, by = /> e, a2,n > 1, and g, (z) = |z|P(p > 1),z > 0,n > 1.

Then {X,,,n > 1} is a sequence of independent and symmetric random
variables with EX,, = 0,n > 1. Since > > Var(X,) = >.,—, a2 < oo,
T,, is well defined.

To show that the limit law supy~,, |Tk|/bn £ 0 does not hold, it
is enough to show by Lemma 5 that the tail series weak law of large
numbers does not hold. To do this, let S, = Zf:n Xk >n >
1, and let ¢, x(t) be the characteristic function of S, . Then S, ~
N(0, Zf:n a?), and so

k 0
1 1
Oni(t) = exp{ - EtQZa?} — exp{ - 5752 Za?}
=n =n

as k — oo. Since limg_,oc ¢p 1 (t) is the characteristic function of N (0,
S a?), it follows by the Lévy continuity theorem that T;, ~ N (0,

i=n
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o2, a?). Thus T, /by, has standard normal distribution, which implies
that the tail series weak law of large numbers does not hold.

Now we let a,, = 1/2™,n > 1. Note that

2ip p’

o) = (L 5) "~ o

=N

D Bail|Xil) = B Y- o ~ Crg

for some constants C7; > 0 and Cy > 0. Thus
" Egi(1 X)) = O(ga (b)),

and as shown before T}, is well-defined, but the limit law sup;. >, | Tk|/bn £l
0 does not hold.
On the other hand, if we take a,, = 1/n,n > 1, then

ZEQi(IXiI)ZEIYllpZ;pNCSFv
L 1\»/2 1
wln) = (X 7)) ~Cigm

for some constants C's > 0 and Cy > 0. Thus, when p > 2, the limit

law supy>,, [Tk|/bn L 0 does not hold although (3.4) holds and T, is
well-defined.
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