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#### Abstract

The moment inequalities for $m$-NA random variables, especially the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality are established and the Khintchine-Kolmogorov convergence theorem and the three series theorem for $m$-NA random variables are also obtained. As one application of the moment inequalities, we study the large deviation for least squares estimator in nonlinear regression models under some general conditions. As another application, we investigate the strong consistency for least squares estimator in multiple linear regression models based on $m$-NA random variables.
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## 1 Introduction

It is well known that the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality play important roles in probability limit theory and mathematical statistics. There are many sequences of random variables satisfying the MarcinkiewiczZygmund type inequality or Rosenthal type inequality under some suitable conditions.

The main purpose of the paper is to establish the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality for a new dependent structure- $m$-negatively associated random variables ( $m$-NA, in short). In addition, we will give some applications of Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality to the strong consistency for least squares estimator in multiple linear regression models and large deviation for least squares estimator in nonlinear regression models.

Firstly, let us recall the the definitions of negatively associated random variables and $m$-negatively associated random variables. The concept of negatively associated random variables is as follows.

Definition 1.1 A finite family of random variables $\left\{X_{i}, 1 \leq i \leq n\right\}$ is said to be negatively associated (NA, in short) if for every pair of disjoint subsets $A$ and $B$ of $\{1,2, \ldots, n\}$,

$$
\operatorname{Cov}\left(f_{1}\left(X_{i}, i \in A\right), f_{2}\left(X_{j}, j \in B\right)\right) \leq 0
$$

whenever $f_{1}$ and $f_{2}$ are coordinatewise increasing and the covariance exists.
An infinite family of random variables $\left\{X_{n}, n \geq 1\right\}$ is NA if every finite subfamily is NA.

The concept of NA random variables was introduced by Alam and Saxena (1981) (1981) and carefully studied by Joag-Dev and Proschan (1983). As pointed out and proved by Joag-Dev and Proschan (1983), a number of well-known multivariate distributions possess the NA property, such as multinomial, convolution of unlike multionmial, multivariate hypergeometric, Dirichlet, permutation distribution, negatively correlated normal distribution, random sampling without replacement and joint distribution of ranks. For more details about NA random variables, one can refer to Matula (1992), Shao (2000), Chen et al. (2008), Ling (2008), Liang and Zhang (2010), Sung (2011), Zarei and Jabbari (2011), Wang and Hu (2012, 2014), Wang et al. (2011, 2014a, b), and so on.

Inspired by the definition of NA random variables, Hu et al. (2009) introduced the concept of $m$-negatively associated random variables as follows.

Definition 1.2 Let $m \geq 1$ be a fixed integer. A sequence of random variables $\left\{X_{n}, n \geq\right.$ $1\}$ is said to be $m$-negatively associated ( $m$-NA, in short) if for any $n \geq 2$ and any $i_{1}, i_{2}, \ldots, i_{n}$ such that $\left|i_{k}-i_{j}\right| \geq m$ for all $1 \leq k \neq j \leq n$, we have that $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n}}$ are NA.

An array $\left\{X_{n i}, i \geq 1, n \geq 1\right\}$ of random variables is said to be rowwise $m$-NA if for every $n \geq 1,\left\{X_{n i}, i \geq 1\right\}$ is a sequence of $m$-NA random variables.

When $m=1$, the concept of $m$-NA random variables reduces to the so called NA random variables. Hence, the concept of $m$-NA random variables is a natural
extension from NA random variables. On the other hand, it is well known that if for any $n \geq 2$ and any $i_{1}, i_{2}, \ldots, i_{n}$ such that $\left|i_{k}-i_{j}\right| \geq m$ for all $1 \leq k \neq j \leq n$, we have that $X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n}}$ are independent, then we say that $\left\{X_{n}, n \geq 1\right\}$ are $m$-dependence. Hence, $m$-NA is weaker than $m$-dependence and NA. Studying the probability inequalities, moment inequalities, probability limiting behavior of $m$-NA random variables and their applications in many stochastic models are of great interest.

Recently, Hu et al. (2009) established the Kolmogorov exponential inequality for $m$-NA random variables. By using the Kolmogorov exponential inequality, they further investigated the complete convergence for arrays of rowwise $m$-NA random variables. However, the moment inequalities for $m$-NA random variables haven't been proved. The main purpose of the paper is to establish the moment inequalities for $m$-NA random variables. In addition, we will give some applications of the moment inequalities to some stochastic models, especially in multiple linear regression models and nonlinear regression models.

The following lemmas for NA random variables will be used to prove the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality for $m$-NA random variables.

Lemma 1.1 Let random variables $X_{1}, X_{2}, \ldots, X_{n}$ be $N A, f_{1}, f_{2}, \ldots, f_{n}$ be all nondecreasing (or all nonincreasing) functions, then random variables $f_{1}\left(X_{1}\right)$, $f_{2}\left(X_{2}\right), \ldots, f_{n}\left(X_{n}\right)$ are $N A$.

Proof This follows by Property 6 of Joag-Dev and Proschan (1983) and the definition of NA random variables immediately.

Lemma 1.2 (cf. Shao 2000) Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of NA random variables with $E X_{n}=0$ and $E\left|X_{n}\right|^{p}<\infty$ for some $p \geq 1$ and every $n \geq 1$. Then for every $n \geq 1$,

$$
\begin{equation*}
E\left(\max _{1 \leq j \leq n}\left|\sum_{i=1}^{j} X_{i}\right|^{p}\right) \leq C_{p} \sum_{i=1}^{n} E\left|X_{i}\right|^{p}, \quad \text { for } \quad 1 \leq p \leq 2 \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\max _{1 \leq j \leq n}\left|\sum_{i=1}^{j} X_{i}\right|^{p}\right) \leq D_{p}\left\{\sum_{i=1}^{n} E\left|X_{i}\right|^{p}+\left(\sum_{i=1}^{n} E X_{i}^{2}\right)^{p / 2}\right\}, \text { for } p>2 \tag{1.2}
\end{equation*}
$$

where $C_{p}=2^{3-p}$ and $D_{p}=2\left(\frac{15 p}{\ln p}\right)^{p}$.
Throughout the paper, let $c, c_{1}, c_{2}, C$ denote positive constants not depending on $n$, which may be different in various places. Let $C_{1}(p), C_{2}(p), \ldots$ be positive constants depending only on $p$, and $C(m, p), C_{1}(m, p), C_{2}(m, p), \ldots$ be positive constants depending only on $m$ and $p . a_{n}=O\left(b_{n}\right)$ stands for $a_{n} \leq C b_{n}$, where $\left\{a_{n}, n \geq 1\right\}$ and
$\left\{b_{n}, n \geq 1\right\}$ are sequences of nonnegative real numbers. Denote $\log x=\ln \max (x, e)$, $x^{+}=x I(x>0), x^{-}=-x I(x<0) .\lfloor x\rfloor$ denotes the integer part of $x$.

This work is organized as follows: the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality for $m$-NA random variables are provided in Sect. 2. The large deviation for least squares estimator in nonlinear regression models is provided in Sect. 3 and the strong consistency for least squares estimator in multiple linear regression models is established in Sect. 4, respectively.

## 2 Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality

In this section, we will establish the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality for $m$-NA random variables, which can be applied to establish the Khintchine-Kolmogorov convergence theorem and the three series theorem. In addition, there inequalities can be applied to prove the consistency and asymptotic normality in many stochastic models.

To prove the main results of the paper, we need the following lemma, which will be used frequently throughout the paper.
Lemma 2.1 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of $m-N A$ random variables. If $\left\{f_{n}(\cdot), n \geq\right.$ 1) are all nondecreasing (or nonincreasing) functions, then random variables $\left\{f_{n}\left(X_{n}\right), n \geq 1\right\}$ are $m-N A$.

This lemma can be obtained directly by the definition of $m$-NA random variables and Lemma 1.1. So the details are omitted.

The next one is the maximal type moment inequality for $m$-NA random variables, namely, Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality.
Theorem 2.1 Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of $m-N A$ random variables with $E X_{n}=$ 0 and $E\left|X_{n}\right|^{p}<\infty$ for some $p \geq 1$ and every $n \geq 1$. Then for every $n \geq m$,

$$
\begin{equation*}
E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right|^{p}\right) \leq C_{m, p} \sum_{i=1}^{n} E\left|X_{i}\right|^{p}, \text { for } 1 \leq p \leq 2 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right|^{p}\right) \leq D_{m, p}\left\{\sum_{i=1}^{n} E\left|X_{i}\right|^{p}+\left(\sum_{i=1}^{n} E X_{i}^{2}\right)^{p / 2}\right\}, \text { for } p>2 \tag{2.2}
\end{equation*}
$$

where $C_{m, p}=4 m^{p}$ and $D_{m, p}=2^{p+1} m^{p}\left(\frac{15 p}{\ln p}\right)^{p}$.
Proof For fixed $n \geq m$, let $r=\left\lfloor\frac{n}{m}\right\rfloor$. For $1 \leq k \leq n$, let $s=\left\lfloor\frac{k}{m}\right\rfloor$. Define

$$
Y_{i}= \begin{cases}X_{i}, & 1 \leq i \leq k, \\ 0, & i>k\end{cases}
$$

Noting that $\sum_{i=1}^{k} X_{i}=\sum_{j=1}^{m} \sum_{i=0}^{s} Y_{m i+j}$, we have

$$
\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right| \leq \sum_{j=1}^{m} \max _{0 \leq s \leq r} \sum_{i=0}^{s}\left|Y_{m i+j}\right| .
$$

It follows by the inequality above and $C_{r}$-inequality that

$$
\begin{align*}
E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right|^{p}\right) \leq & E\left(\sum_{j=1}^{m} \max _{0 \leq s \leq r} \sum_{i=0}^{s}\left|Y_{m i+j}\right|\right)^{p} \\
\leq & m^{p-1} \sum_{j=1}^{m} E\left(\max _{0 \leq s \leq r} \sum_{i=0}^{s}\left|Y_{m i+j}\right|\right)^{p} \\
\leq & (2 m)^{p-1} \sum_{j=1}^{m} E\left(\max _{0 \leq s \leq r} \sum_{i=0}^{s} Y_{m i+j}^{+}\right)^{p} \\
& +(2 m)^{p-1} \sum_{j=1}^{m} E\left(\max _{0 \leq s \leq r} \sum_{i=0}^{s} Y_{m i+j}^{-}\right)^{p} . \tag{2.3}
\end{align*}
$$

By the definition of $m$-NA random variables, we can see that $Y_{j}, Y_{m+j}, \ldots, Y_{m r+j}$ are NA random variables for each $j=1,2, \ldots, m$. Hence, $Y_{j}^{+}, Y_{m+j}^{+}, \ldots, Y_{m r+j}^{+}$ and $Y_{j}^{-}, Y_{m+j}^{-}, \ldots, Y_{m r+j}^{-}$are both NA random variables for each $j=1,2, \ldots, m$ by Lemma 1.1.

For $1 \leq p \leq 2$, we have by (1.1) and (2.3) that for any $n \geq m$,

$$
\begin{aligned}
E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right|^{p}\right) \leq & (2 m)^{p-1} C_{p} \sum_{j=1}^{m} \sum_{i=0}^{r} E\left|Y_{m i+j}^{+}\right|^{p} \\
& +(2 m)^{p-1} C_{p} \sum_{j=1}^{m} \sum_{i=0}^{r} E\left|Y_{m i+j}^{-}\right|^{p} \\
= & (2 m)^{p-1} C_{p} \sum_{j=1}^{m} \sum_{i=0}^{r} E\left|Y_{m i+j}\right|^{p} \\
\leq & C_{m, p} \sum_{i=1}^{n} E\left|X_{i}\right|^{p}
\end{aligned}
$$

which implies (2.1)
For $p>2$, we have by (1.2) and (2.3) that for any $n \geq m$,

$$
E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} X_{i}\right|^{p}\right) \leq(2 m)^{p-1} D_{p} \sum_{j=1}^{m}\left[\sum_{i=0}^{r} E\left|Y_{m i+j}^{+}\right|^{p}+\left(\sum_{i=0}^{r} E\left|Y_{m i+j}^{+}\right|^{2}\right)^{p / 2}\right]
$$

$$
\begin{align*}
& +(2 m)^{p-1} D_{p} \sum_{j=1}^{m}\left[\sum_{i=0}^{r} E\left|Y_{m i+j}^{-}\right|^{p}+\left(\sum_{i=0}^{r} E\left|Y_{m i+j}^{-}\right|^{2}\right)^{p / 2}\right] \\
\leq & 2^{p} m^{p-1} D_{p} \sum_{j=1}^{m}\left[\sum_{i=0}^{r} E\left|Y_{m i+j}\right|^{p}+\left(\sum_{i=0}^{r} E Y_{m i+j}^{2}\right)^{p / 2}\right] \\
\leq & D_{m, p}\left[\sum_{i=1}^{n} E\left|X_{i}\right|^{p}+\left(\sum_{i=1}^{n} E X_{i}^{2}\right)^{p / 2}\right], \tag{2.4}
\end{align*}
$$

which implies (2.2). This completes the proof of the theorem.
By using Theorem 2.1, we can get the following Khintchine-Kolmogorov type convergence theorem and the three series theorem for $m$-NA random variables. The proofs are standard, so we omit them.

Corollary 2.1 (Khintchine-Kolmogorov type convergence theorem) Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of m-NA random variables. Assume that

$$
\sum_{n=1}^{\infty} \operatorname{Var}\left(X_{n}\right)<\infty
$$

then $\sum_{n=1}^{\infty}\left(X_{n}-E X_{n}\right)$ converges a.s..
Corollary 2.2 (Three series theorem) Let $\left\{X_{n}, n \geq 1\right\}$ be a sequence of $m-N A$ random variables. For some $c>0$, let $X_{n}^{(c)}=-c I\left(X_{n}<-c\right)+X_{n} I\left(\left|X_{n}\right| \leq c\right)+c I\left(X_{n}>\right.$ c). If

$$
\begin{aligned}
& \sum_{n=1}^{\infty} P\left(\left|X_{n}\right|>c\right)<\infty \\
& \sum_{n=1}^{\infty} E X_{n}^{(c)} \text { converges, } \\
& \sum_{n=1}^{\infty} \operatorname{Var}\left(X_{n}^{(c)}\right)<\infty
\end{aligned}
$$

then $\sum_{n=1}^{\infty} X_{n}$ converges almost surely.

Remark 2.1 Let $\left\{a_{n}, n \geq 1\right\}$ be a sequence of real numbers. Under the conditions of Theorem 2.1, we have for $n \geq m$ that

$$
\begin{align*}
& E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} a_{i} X_{i}\right|^{p}\right) \\
& \quad \leq \begin{cases}2^{p-1} C_{m, p} \sum_{i=1}^{n} E\left|a_{i} X_{i}\right|^{p}, & \text { for } 1 \leq p \leq 2, \\
2^{p} D_{m, p}\left[\sum_{i=1}^{n} E\left|a_{i} X_{i}\right|^{p}+\left(\sum_{i=1}^{n} E a_{i}^{2} X_{i}^{2}\right)^{p / 2}\right], & \text { for } p>2 .\end{cases} \tag{2.5}
\end{align*}
$$

Actually, for fixed $n \geq m,\left\{a_{i}^{+} X_{i}, 1 \leq i \leq n\right\}$ and $\left\{a_{i}^{-} X_{i}, 1 \leq i \leq n\right\}$ are both $m$-NA random variables from Lemma 2.1. Note that $a_{n i}=a_{n i}^{+}-a_{n i}^{-}$, we have by $C_{r}$-inequality that

$$
\begin{align*}
E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} a_{i} X_{i}\right|^{p}\right) \leq & 2^{p-1} E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} a_{i}^{+} X_{i}\right|^{p}\right) \\
& +2^{p-1} E\left(\max _{1 \leq k \leq n}\left|\sum_{i=1}^{k} a_{i}^{-} X_{i}\right|^{p}\right) . \tag{2.6}
\end{align*}
$$

Note that $\left|a_{i}\right|^{p}=\left(a_{i}^{+}\right)^{p}+\left(a_{i}^{-}\right)^{p}$, the desired result (2.5) follows by (2.1), (2.2) and (2.6) immediately.

## 3 Large deviation for least squares estimator in nonlinear regression models

In the previous section, we established the Marcinkiewicz-Zygmund type inequality and Rosenthal type inequality for $m$-NA random variables. As one application of the moment inequalities for $m$-NA random variables, we will study the large deviation for least squares estimator in nonlinear regression models under some general conditions.

### 3.1 Brief review

Nonlinear regression models are widely used for modeling of stochastic phenomena and the method of least squares plays a central role in the inference of parameters in nonlinear regression models. The study of asymptotic properties of the least squares estimator of parameters occurring in nonlinear regression models has been the subject of investigation since it is in general difficult to obtain the exact distribution of the least squares estimator for any fixed sample. For more details about the asymptotic properties of the least squares estimator for nonlinear regression models, one can refer to Jennrich (1969), Malinvaud (1970), Ivanov and Leonenko (1989), Ivanov (1997), and so on.

In this section, we investigate the large deviation results of the least squares estimator in the nonlinear regression model by using the moment inequalities that we established in Sect. 2. Consider the nonlinear regression model

$$
\begin{equation*}
X_{n}=g_{n}(\theta)+\xi_{n}, \quad n \geq 1, \tag{3.1}
\end{equation*}
$$

where $\left\{X_{n}, n \geq 1\right\}$ is observed, $\left\{g_{n}(\theta), n \geq 1\right\}$ is a known sequence of continuous functions possibly nonlinear in $\theta \in \Theta$, a closed interval on the real line, and $\left\{\xi_{n}, n \geq 1\right\}$ is a sequence of random errors with mean zero. Let

$$
Q_{n}(\theta)=\frac{1}{n} \sum_{i=1}^{n} w_{i}^{2}\left[X_{i}-g_{i}(\theta)\right]^{2},
$$

where $\left\{w_{i}\right\}$ is a known sequence of positive numbers. An estimator $\theta_{n}$ is said to be a least squares estimator of $\theta$ if it minimizes $Q_{n}(\theta)$ over $\theta \in \Theta$, i.e.

$$
Q_{n}\left(\theta_{n}\right)=\inf _{\theta \in \Theta} Q_{n}(\theta)
$$

Note that $Q\left(x_{1}, \ldots, x_{n} ; \theta\right)=Q_{n}(\theta)$ is defined on $\mathbb{R}^{n} \times \Theta$, where $\Theta$ is compact. Further $Q(\mathbf{x} ; \theta)$, where $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a Borel measurable function of $\mathbf{x}$ for any fixed $\theta \in \Theta$ and a continuous function of $\theta$ for any fixed $\mathbf{x} \in \mathbb{R}^{n}$. By Lemma 3.3 of Schmetterer (1974), there exists a Borel measurable map $\theta_{n}: \mathbb{R}^{n} \rightarrow \Theta$ such that

$$
Q\left(\mathbf{x} ; \theta_{n}(\mathbf{x})\right)=\inf _{\theta \in \Theta} Q_{n}(\theta) .
$$

In the following, we consider this measurable version as the least squares estimator $\theta_{n}$.

Let $\theta_{0}$ be the true parameter and suppose $\theta_{0} \in$ interior of $\Theta$. The following large deviation result is proved by Lemma 1 of Ivanov (1976), where the errors $\xi_{n}$ are independent and identically distributed (i.i.d.) random variables and $w_{i} \equiv 1$.

Theorem A Let $\left\{\xi_{n}, n \geq 1\right\}$ be i.i.d. random variables with $E\left|\xi_{1}\right|^{p}<\infty$ for some $p \geq 2$. Suppose that there exist some constants $0<c_{1} \leq c_{2}<\infty$ such that

$$
c_{1}\left(\theta_{1}-\theta_{2}\right)^{2} \leq \frac{1}{n} \sum_{i=1}^{n}\left[g_{i}\left(\theta_{1}\right)-g_{i}\left(\theta_{2}\right)\right]^{2} \leq c_{2}\left(\theta_{1}-\theta_{2}\right)^{2}
$$

for all $\theta_{1}, \theta_{2} \in \Theta$ and for all $n \geq 1$. Then for every $\rho>0$ and for all $n \geq 1$, it has

$$
\begin{equation*}
P\left(n^{1 / 2}\left|\theta_{n}-\theta_{0}\right|>\rho\right) \leq c \rho^{-p}, \tag{3.2}
\end{equation*}
$$

where $c$ is a positive constant independent of $n$ and $\rho$.
Prakasa Rao (1984) extended Theorem A for i.i.d. random variables to the case of $\varphi$-mixing and $\alpha$-mixing random variables. Hu (2002) also obtained the result (3.2) for the martingale differences, the $\varphi$-mixing sequence and the NA sequence with $\sup _{n \geq 1} E\left|\xi_{n}\right|^{p}<\infty$ for some $p>2$. Hu (2004) established the following large deviation

$$
\begin{equation*}
P\left(n^{1 / 2}\left|\theta_{n}-\theta_{0}\right|>\rho\right) \leq c n^{1-p / 2} \rho^{-p} \tag{3.3}
\end{equation*}
$$

for the martingale differences, the $\varphi$-mixing sequence, the NA sequence and the weakly stationary linear process with $\sup _{n \geq 1} E\left|\xi_{n}\right|^{p}<\infty$ for some $1<p \leq 2$.

Recently, Yang and Hu (2014) obtained some large deviation results for the least squares estimator $\theta_{n}$ in a nonlinear regression model (3.1) under some general conditions.

The main purpose of this section is to establish the large deviation results for the least squares estimator $\theta_{n}$ in model (3.1) based on $m$-NA errors by using the moment inequality that we obtained in Sect. 2.

In this section, let $\left\{\xi_{n}, n \geq 1\right\}$ be a sequence of $m$-NA random variables. Denote

$$
\Gamma_{p, n}=\sum_{i=1}^{n} E\left|\xi_{i}\right|^{p}, \quad \Delta_{p, n}=\left(\sum_{i=1}^{n}\left(E\left|\xi_{i}\right|^{p}\right)^{2 / p}\right)^{p / 2}, \quad n \geq 1 .
$$

### 3.2 Main results

Our main results in this section are as follows.
Theorem 3.1 In model (3.1), suppose that there exist positive constants $c_{1}, c_{2}, c_{3}, c_{4}$ such that

$$
\begin{equation*}
c_{1}\left|\theta_{1}-\theta_{2}\right| \leq\left|g_{i}\left(\theta_{1}\right)-g_{i}\left(\theta_{2}\right)\right| \leq c_{2}\left|\theta_{1}-\theta_{2}\right|, \text { for all } \theta_{1}, \theta_{2} \in \Theta \text { and } i \geq 1, \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{3} \leq w_{i} \leq c_{4}, \quad \text { for all } i \geq 1 \tag{3.5}
\end{equation*}
$$

If $E\left|\xi_{n}\right|^{p}<\infty, n \geq 1$ for some $p>2$, then for all $\rho>0$ and $n \geq 1$,

$$
\begin{equation*}
P\left(n^{1 / 2}\left|\theta_{n}-\theta_{0}\right|>\rho\right) \leq \frac{C(m, p)\left(\Gamma_{p, n}+\Delta_{p, n}\right)}{n^{p / 2}} \rho^{-p} \tag{3.6}
\end{equation*}
$$

where $C(m, p)$ is a positive constant depending only on $m$ and $p$.
Theorem 3.2 In model (3.1), suppose that there exist positive constants $c_{1}, c_{2}, c_{3}, c_{4}$ such that (3.4) and (3.5) hold. If $E\left|\xi_{n}\right|^{p}<\infty, n \geq 1$ for some $p \in(1,2]$, then for all $\rho>0$ and $n \geq 1$,

$$
\begin{equation*}
P\left(n^{1 / 2}\left|\theta_{n}-\theta_{0}\right|>\rho\right) \leq \frac{C(m, p) \Gamma_{p, n}}{n^{p / 2}} \rho^{-p}, \tag{3.7}
\end{equation*}
$$

where $C(m, p)$ is a positive constant depending only on $m$ and $p$.
As applications of Theorems 3.1 and 3.2, we can establish the complete consistency for the least squares estimator $\theta_{n}$ in a nonlinear regression model (3.1) by taking $\rho=n^{1 / 2} \varepsilon$, where $\varepsilon>0$ is arbitrary.

Corollary 3.1 Let the conditions in Theorem 3.1 hold. If $\sup _{n \geq 1} E\left|\xi_{n}\right|^{p}<\infty$ for some $p>2$, then for all $\varepsilon>0$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} P\left(\left|\theta_{n}-\theta_{0}\right|>\varepsilon\right)<\infty \tag{3.8}
\end{equation*}
$$

that is to say, $\theta_{n} \rightarrow \theta_{0}$ completely as $n \rightarrow \infty$.
Corollary 3.2 Let the conditions in Theorem 3.2 hold. If $E\left|\xi_{n}\right|^{p}=O\left(n^{-\delta}\right)$ for some $\delta>2-p$ and $1<p \leq 2$, then for all $\varepsilon>0$, (3.8) still holds.

Remark 3.1 In our Theorems 3.1 and 3.2, the condition " $\sup _{n \geq 1} E\left|\xi_{n}\right|^{p}<\infty$ " is not needed. If the condition " $\sup _{n \geq 1} E\left|\xi_{n}\right|^{p}<\infty$ " is satisfied, then (3.6) and (3.7) imply (3.2) and (3.3), respectively. So our results of Theorems 3.1 and 3.2 generalize and improve the corresponding ones of Theorem 2.1 of Hu (2002) and Theorem 2.1 of Hu (2004), respectively.

### 3.3 Proofs

The proofs of Theorems 3.1 and 3.2 are similar to the corresponding ones of Yang and Hu (2014). For convenience of the reader, we will present the complete proof. In order to prove Theorems 3.1 and 3.2, we need the following useful lemma, which can be found in Hu (2004).

Lemma 3.1 (cf. Hu 2004) Let $(\Omega, \mathscr{F}, P)$ be a probability space, $\left[T_{1}, T_{2}\right]$ be a closed interval on the real line. Assume that $V(\theta)=V(\omega, \theta)\left(\theta \in\left[T_{1}, T_{2}\right], \omega \in \Omega\right)$ is a stochastic process such that $V(\omega, \theta)$ is continuous for all $\omega \in \Omega$. If there exist positive numbers $\alpha>0, r>0$ and $C=C\left(T_{1}, T_{2}\right)<\infty$ such that

$$
E\left|V\left(\theta_{1}\right)-V\left(\theta_{2}\right)\right|^{r} \leq C\left|\theta_{1}-\theta_{2}\right|^{1+\alpha}, \text { for all } \theta_{1}, \theta_{2} \in\left[T_{1}, T_{2}\right],
$$

then

$$
P\left(\sup _{\theta_{0} \leq \theta_{1}, \theta_{2} \leq \theta_{0}+\varepsilon} \left\lvert\, V\left(\theta_{1}-V\left(\theta_{2}\right) \mid \geq a\right) \leq \frac{8 C}{(\alpha-\gamma+2)(\alpha-\gamma+3)}\left(\frac{8 \gamma}{\gamma-2}\right)^{r} \frac{\varepsilon^{\alpha+1}}{a^{r}}\right.\right.
$$

for any $\varepsilon>0, a>0, \theta_{0}, \theta_{0}+\varepsilon \in\left[T_{1}, T_{2}\right]$ and $\gamma \in(2,2+\alpha)$.
Proof of Theorem 3.1 For fixed $n \geq 1$, denote

$$
\begin{aligned}
\psi_{n}\left(\theta_{1}, \theta_{2}\right) & =\frac{1}{n} \sum_{i=1}^{n} w_{i}^{2}\left[g_{i}\left(\theta_{1}\right)-g_{i}\left(\theta_{2}\right)\right]^{2} \\
V_{n}(\theta) & =\frac{1}{n^{1 / 2}} \sum_{i=1}^{n} \xi_{i}\left[g_{i}(\theta)-g_{i}\left(\theta_{0}\right)\right], \quad U_{n}(\theta)=\frac{V_{n}(\theta)}{n^{1 / 2} \psi_{n}\left(\theta, \theta_{0}\right)}, \quad \theta \neq \theta_{0}
\end{aligned}
$$

Without loss of generality, we assume that $w_{i}=1$ for all $i \geq 1$. The general case follows from similar arguments in view of (3.5). By (3.4), we can get that

$$
\begin{equation*}
c_{1}^{2}\left(\theta_{1}-\theta_{2}\right)^{2} \leq \psi_{n}\left(\theta_{1}, \theta_{2}\right) \leq c_{2}^{2}\left(\theta_{1}-\theta_{2}\right)^{2} \tag{3.9}
\end{equation*}
$$

for all $\theta_{1}, \theta_{2} \in \Theta$ and $n \geq 1$.
For any $\varepsilon>0$, denote $A_{n \varepsilon}=\left\{\left|\theta_{n}-\theta_{0}\right|>\varepsilon\right\}$. For any $\omega \in A_{n \varepsilon}$, we can see that $\theta_{n} \neq \theta_{0}$, and thus

$$
\begin{aligned}
\sum_{i=1}^{n} \xi_{i}^{2} & =\sum_{i=1}^{n}\left[X_{i}-g_{i}\left(\theta_{0}\right)\right]^{2} \geq \sum_{i=1}^{n}\left[X_{i}-g_{i}\left(\theta_{n}\right)\right]^{2} \\
& =\sum_{i=1}^{n} \xi_{i}^{2}-2 n U_{n}\left(\theta_{n}\right) \psi_{n}\left(\theta_{n}, \theta_{0}\right)+n \psi_{n}\left(\theta_{n}, \theta_{0}\right)
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\psi_{n}\left(\theta_{n}, \theta_{0}\right)\left(1-2 U_{n}\left(\theta_{n}\right)\right) \leq 0 . \tag{3.10}
\end{equation*}
$$

Noting that $\psi_{n}\left(\theta_{n}, \theta_{0}\right)>0$, we have by (3.10) that $U_{n}\left(\theta_{n}\right) \geq 1 / 2$. Hence

$$
A_{n \varepsilon}=\left\{\left|\theta_{n}-\theta_{0}\right|>\varepsilon\right\} \subset\left\{U_{n}\left(\theta_{n}\right) \geq 1 / 2\right\},
$$

which yields that for any $\varepsilon>0$,

$$
\begin{equation*}
P\left(\left|\theta_{n}-\theta_{0}\right|>\varepsilon\right) \leq P\left(\sup _{\left|\theta-\theta_{0}\right|>\varepsilon}\left|U_{n}(\theta)\right| \geq 1 / 2\right) \tag{3.11}
\end{equation*}
$$

If we take $\varepsilon=\rho n^{-1 / 2}$ in (3.11), where $\rho>0$ is arbitrary, then we have

$$
\begin{align*}
& P\left(n^{1 / 2}\left|\theta_{n}-\theta_{0}\right|>\rho\right) \\
& \quad \leq P\left(\sup _{\left|\theta-\theta_{0}\right|>\rho n^{-1 / 2}}\left|U_{n}(\theta)\right| \geq 1 / 2\right) \\
& \quad \leq P\left(\sup _{\left|\theta-\theta_{0}\right|>\rho}\left|U_{n}(\theta)\right| \geq 1 / 2\right)+P\left(\sup _{\rho n^{-1 / 2}<\left|\theta-\theta_{0}\right| \leq \rho}\left|U_{n}(\theta)\right| \geq 1 / 2\right) \tag{3.12}
\end{align*}
$$

In view of (3.9), we have

$$
\begin{equation*}
P\left(\sup _{\left|\theta-\theta_{0}\right|>\rho}\left|U_{n}(\theta)\right| \geq 1 / 2\right) \leq P\left(\sup _{\left|\theta-\theta_{0}\right|>\rho} \frac{\left|V_{n}(\theta)\right|}{n^{1 / 2} \psi_{n}^{1 / 2}\left(\theta, \theta_{0}\right)} \geq \frac{1}{2} c_{1} \rho\right) \tag{3.13}
\end{equation*}
$$

It follows from Cauchy's inequality that

$$
\begin{equation*}
\left(\frac{V_{n}(\theta)}{n^{1 / 2} \psi_{n}^{1 / 2}\left(\theta, \theta_{0}\right)}\right)^{2}=\left(\frac{1}{n} \sum_{i=1}^{n} \xi_{i}\left[\frac{g_{i}(\theta)-g_{i}\left(\theta_{0}\right)}{\psi_{n}^{1 / 2}\left(\theta, \theta_{0}\right)}\right]\right)^{2} \leq \frac{1}{n} \sum_{i=1}^{n} \xi_{i}^{2}, \quad \forall \theta \neq \theta_{0} \tag{3.14}
\end{equation*}
$$

Noting that $p / 2>1$, we have by Minkowski's inequality, Markov's inequality and (3.13)-(3.14) that

$$
\begin{align*}
P\left(\sup _{\left|\theta-\theta_{0}\right|>\rho}\left|U_{n}(\theta)\right| \geq 1 / 2\right) & \leq\left(\frac{4}{n c_{1}^{2} \rho^{2}}\right)^{p / 2}\left(\sum_{i=1}^{n}\left(E\left|\xi_{i}\right|^{p}\right)^{2 / p}\right)^{p / 2} \\
& \doteq \frac{C_{1}(p) \Delta_{p, n}}{n^{p / 2}} \rho^{-p} \tag{3.15}
\end{align*}
$$

For $m=0,1,2, \ldots,\left\lfloor n^{1 / 2}\right\rfloor$, denote

$$
\theta(m)=\theta_{0}+\frac{\rho}{n^{1 / 2}}+\frac{m \rho}{\left\lfloor n^{1 / 2}\right\rfloor}, \quad \rho_{m}=\theta(m)-\theta_{0}
$$

It follows from (3.9) again that

$$
\begin{align*}
P\left(\sup _{\rho n^{-1 / 2} \leq \theta-\theta_{0} \leq \rho}\left|U_{n}(\theta)\right| \geq \frac{1}{2}\right) & \leq \sum_{m=0}^{\left\lfloor n^{1 / 2}\right\rfloor-1} P\left(\sup _{\rho_{m} \leq \theta-\theta_{0} \leq \rho_{m+1}}\left|U_{n}(\theta)\right| \geq \frac{1}{2}\right) \\
& \leq \sum_{m=0}^{\left\lfloor n^{1 / 2}\right\rfloor-1} P\left(\sup _{\rho_{m} \leq \theta-\theta_{0} \leq \rho_{m+1}}\left|V_{n}(\theta)\right| \geq \frac{1}{2} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \tag{3.16}
\end{align*}
$$

Noting that

$$
\sup _{\rho_{m} \leq \theta-\theta_{0} \leq \rho_{m+1}}\left|V_{n}(\theta)\right| \leq\left|V_{n}(\theta(m))\right|+\sup _{\theta(m) \leq \theta_{1}, \theta_{2} \leq \theta(m+1)}\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right|,
$$

we have

$$
\begin{align*}
& P\left(\sup _{\rho_{m} \leq \theta-\theta_{0} \leq \rho_{m+1}}\left|V_{n}(\theta)\right| \geq \frac{1}{2} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \\
& \quad \leq P\left(\left|V_{n}(\theta(m))\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \\
& \quad+P\left(\sup _{\theta(m) \leq \theta_{1}, \theta_{2} \leq \theta(m+1)}\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) . \tag{3.17}
\end{align*}
$$

By Markov's inequality, (3.4) and Remark 2.1, we can see that

$$
\begin{align*}
P & \left(\left|V_{n}(\theta(m))\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \\
& \leq\left(\frac{4}{c_{1}^{2} \rho_{m}^{2} n^{1 / 2}}\right)^{p} \frac{C_{1}(m, p)}{n^{p / 2}} \sum_{i=1}^{n} E\left|\xi_{i}\right|^{p}\left|g_{i}(\theta(m))-g_{i}\left(\theta_{0}\right)\right|^{p} \\
& +\left(\frac{4}{c_{1}^{2} \rho_{m}^{2} n^{1 / 2}}\right)^{p} \frac{C_{1}(m, p)}{n^{p / 2}}\left(\sum_{i=1}^{n} E \xi_{i}^{2}\left[g_{i}(\theta(m))-g_{i}\left(\theta_{0}\right)\right]^{2}\right)^{\frac{p}{2}} \\
& \leq\left(\frac{4}{c_{1}^{2} \rho_{m}^{2} n^{1 / 2}}\right)^{p} \frac{C_{2}(m, p)}{n^{p / 2}}\left|\theta(m)-\theta_{0}\right|^{p}\left\{\sum_{i=1}^{n} E\left|\xi_{i}\right|^{p}+\left(\sum_{i=1}^{n}\left(E\left|\xi_{i}\right|^{p}\right)^{2 / p}\right)^{p / 2}\right\} \\
& \doteq \frac{C_{3}(m, p)\left(\Gamma_{p, n}+\Delta_{p, n}\right)}{n^{p}} \rho_{m}^{-p}, \tag{3.18}
\end{align*}
$$

and for all $\theta_{1}, \theta_{2} \in \Theta$,

$$
\begin{equation*}
E\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right|^{p} \leq \frac{C_{4}(m, p)}{n^{p / 2}}\left(\Gamma_{p, n}+\Delta_{p, n}\right)\left|\theta_{2}-\theta_{1}\right|^{p} \doteq C(n, m, p)\left|\theta_{2}-\theta_{1}\right|^{p} \tag{3.19}
\end{equation*}
$$

Applying Lemma 3.1 with $r=p=1+\alpha, C=C(n, m, p), \varepsilon=\rho /\left\lfloor n^{1 / 2}\right\rfloor, a=$ $\frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}$ and $\gamma \in(2, p+1)$, we can get that

$$
\begin{align*}
& P\left(\sup _{\theta(m) \leq \theta_{1}, \theta_{2} \leq \theta(m+1)}\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \\
& \quad=P\left(\sup _{\theta(m) \leq \theta_{1}, \theta_{2} \leq \theta(m)+\rho /\left\lfloor n^{1 / 2}\right\rfloor}\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \\
& \quad \leq \frac{C_{5}(m, p)\left(\Gamma_{p, n}+\Delta_{p, n}\right)}{n^{3 p / 2}} \rho^{p} \rho_{m}^{-2 p} . \tag{3.20}
\end{align*}
$$

Noting that $\rho_{0}=\rho n^{-1 / 2}, \rho_{m}>m \rho n^{-1 / 2}$ and $p>2$, we have by (3.16), (3.17), (3.18) and (3.20) that,

$$
\begin{equation*}
P\left(\sup _{\rho n^{-1 / 2} \leq \theta-\theta_{0} \leq \rho}\left|U_{n}(\theta)\right| \geq \frac{1}{2}\right) \leq \frac{C_{6}(m, p)\left(\Gamma_{p, n}+\Delta_{p, n}\right)}{n^{p / 2}} \rho^{-p} . \tag{3.21}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
P\left(\sup _{\rho n^{-1 / 2} \leq \theta_{0}-\theta \leq \rho}\left|U_{n}(\theta)\right| \geq \frac{1}{2}\right) \leq \frac{C_{7}(m, p)\left(\Gamma_{p, n}+\Delta_{p, n}\right)}{n^{p / 2}} \rho^{-p} \tag{3.22}
\end{equation*}
$$

The desired result (3.6) follows from (3.12), (3.15), (3.21) and (3.22) immediately. This completes the proof of the theorem.

Proof of Theorem 3.2 The proof is similar to that of Theorem 3.1. Noting that $1<$ $p \leq 2$, we have by (3.4), (3.9) and the $C_{r}$ inequality that

$$
\begin{align*}
\left|\frac{V_{n}(\theta)}{n^{1 / 2} \psi_{n}^{1 / 2}\left(\theta, \theta_{0}\right)}\right|^{p} & \leq n^{-p} n^{p-1} \sum_{i=1}^{n}\left|\xi_{i}\right|^{p} \frac{\left|g_{i}(\theta)-g_{i}\left(\theta_{0}\right)\right|^{p}}{\psi_{n}^{p / 2}\left(\theta, \theta_{0}\right)} \\
& \leq \frac{C_{2}(p)}{n} \sum_{i=1}^{n}\left|\xi_{i}\right|^{p}, \quad \forall \theta \neq \theta_{0} \tag{3.23}
\end{align*}
$$

Combining (3.13) and (3.23), we can see that

$$
\begin{equation*}
P\left(\sup _{\left|\theta-\theta_{0}\right|>\rho}\left|U_{n}(\theta)\right| \geq 1 / 2\right) \leq\left(\frac{2}{c_{1} \rho}\right)^{p} \frac{C_{2}(p)}{n} \sum_{i=1}^{n} E\left|\xi_{i}\right|^{p} \doteq \frac{C_{3}(p) \Gamma_{p, n}}{n} \rho^{-p} . \tag{3.24}
\end{equation*}
$$

Similarly to the proofs of (3.18) and (3.19), we have by Markov's inequality that

$$
\begin{equation*}
P\left(\left|V_{n}(\theta(m))\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \leq \frac{C_{8}(m, p) \Gamma_{p, n}}{n^{p}} \rho_{m}^{-p}, \tag{3.25}
\end{equation*}
$$

and

$$
E\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right|^{p} \leq \frac{C_{9}(m, p) \Gamma_{p, n}}{n^{p / 2}}\left|\theta_{2}-\theta_{1}\right|^{p} \doteq C(n, m, p)\left|\theta_{2}-\theta_{1}\right|^{p}
$$

for all $\theta_{1}, \theta_{2} \in \Theta$ and $n \geq 1$.
Applying Lemma 3.1 with $r=p=1+\alpha, C=C(n, m, p), \varepsilon=\rho /\left\lfloor n^{1 / 2}\right\rfloor$, $a=\frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}$ and $\gamma \in(2, p+1)$ again, and similarly to the proof of (3.20), we can get that

$$
\begin{equation*}
P\left(\sup _{\theta(m) \leq \theta_{1}, \theta_{2} \leq \theta(m+1)}\left|V_{n}\left(\theta_{2}\right)-V_{n}\left(\theta_{1}\right)\right| \geq \frac{1}{4} c_{1}^{2} \rho_{m}^{2} n^{1 / 2}\right) \leq \frac{C_{10}(m, p) \Gamma_{p, n}}{n^{3 p / 2}} \rho^{p} \rho_{m}^{-2 p} \tag{3.26}
\end{equation*}
$$

Similarly to the proof of (3.21), we have by (3.25) and (3.26) that

$$
\begin{equation*}
P\left(\sup _{\rho n^{-1 / 2} \leq \theta-\theta_{0} \leq \rho}\left|U_{n}(\theta)\right| \geq \frac{1}{2}\right) \leq \frac{C_{11}(m, p) \Gamma_{p, n}}{n^{p / 2}} \rho^{-p} . \tag{3.27}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
P\left(\sup _{\rho n^{-1 / 2} \leq \theta_{0}-\theta \leq \rho}\left|U_{n}(\theta)\right| \geq \frac{1}{2}\right) \leq \frac{C_{12}(m, p) \Gamma_{p, n}}{n^{p / 2}} \rho^{-p} \tag{3.28}
\end{equation*}
$$

The desired result (3.7) follows from (3.12), (3.24), (3.27) and (3.28) immediately. This completes the proof of the theorem.

Proof of Corollary 3.1 The condition sup ${ }_{n \geq 1} E\left|\xi_{n}\right|^{p}<\infty$ implies that $\Gamma_{p, n}+\Delta_{p, n} \leq$ $C n^{p / 2}$. For any $\varepsilon>0$, taking $\rho=n^{1 / 2} \varepsilon$ in Theorem 3.1, we have by (3.6) and $p>2$ that

$$
\sum_{n=1}^{\infty} P\left(\left|\theta_{n}-\theta_{0}\right|>\varepsilon\right) \leq C(m, p) \sum_{n=1}^{\infty} \frac{1}{n^{p / 2}}<\infty
$$

which implies (3.8). The proof is completed.
Proof of Corollary 3.2 The condition $E\left|\xi_{n}\right|^{p}=O\left(n^{-\delta}\right)$ implies that $\Gamma_{p, n} \leq C n^{1-\delta}$. For any $\varepsilon>0$, taking $\rho=n^{1 / 2} \varepsilon$ in Theorem 3.1, we have by (3.7) and $\delta>2-p$ that

$$
\sum_{n=1}^{\infty} P\left(\left|\theta_{n}-\theta_{0}\right|>\varepsilon\right) \leq C(m, p) \sum_{n=1}^{\infty} \frac{1}{n^{\delta+p-1}}<\infty
$$

which implies (3.8). The proof is completed.

## 4 The strong consistency for least squares estimator in multiple linear regression models

As another application of the moment inequalities for $m$-NA random variables, we will study the strong consistency for least squares estimator in multiple linear regression models based on $m$-NA random variables.

Consider the following multiple regression model

$$
\begin{equation*}
y_{i}=\beta_{1} x_{i 1}+\cdots+\beta_{p} x_{i p}+e_{i}, \quad i=1,2, \ldots, \tag{4.1}
\end{equation*}
$$

where $x_{i j}(j=1,2, \ldots, p ; i=1,2, \ldots)$ are known constants, $\beta_{1}, \ldots, \beta_{p}$ are unknown parameters, $y_{1}, y_{2}, \ldots$ are observable random variables, $e_{1}, e_{2}, \ldots$ are unobservable random variables. Throughout the sequel we shall let $X_{n}$ denote the design matrix $\left(x_{i j}\right)_{1 \leq i \leq n, 1 \leq j \leq p}$, and let

$$
Y_{n}=\left(y_{1}, \ldots, y_{n}\right)^{\prime}, \quad \beta=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\prime}
$$

For $n \geq p$, the least squares estimate $b_{n}=\left(b_{n 1}, \ldots, b_{n p}\right)^{\prime}$ of the vector $\beta$ based on the design matrix $X_{n}$ and the response vector $Y_{n}$, is given by

$$
\begin{equation*}
b_{n}=\left(X_{n}^{\prime} X_{n}\right)^{-1} X_{n}^{\prime} Y_{n} \doteq\left(b_{n 1}, b_{n 2}, \ldots, b_{n p}\right)^{\prime}, \tag{4.2}
\end{equation*}
$$

provided that $X_{n}^{\prime} X_{n}$ is nonsingular.
The following concept of convergence system is needed.
Let $\left\{\varepsilon_{n}, n \geq 1\right\}$ be a sequence of random variables. If $\left\{\varepsilon_{n}, n \geq 1\right\}$ satisfies the following condition, then we say $\left\{\varepsilon_{n}, n \geq 1\right\}$ is a convergence system: for any sequence $\left\{a_{n}, n \geq 1\right\}$ of real numbers, if $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$, then $\sum_{n=1}^{\infty} a_{n} \varepsilon_{n}$ converges a.s.

Based on the convergence system, Chen et al. (1981) obtained the following general result.

Theorem 4.1 In model (4.1), denote

$$
V_{n}=\left(v_{i j}^{(n)}\right)_{1 \leq i, j \leq p}=\left(X_{n}^{\prime} X_{n}\right)^{-1} .
$$

Assume that the following two conditions are satisfied:
(i) for the sequence $\left\{e_{n}, n \geq 1\right\}$ of random errors,

$$
\begin{equation*}
\left\{g_{n} e_{n}, n \geq 1\right\} \text { is a convergence system, } \tag{4.3}
\end{equation*}
$$

where $\left\{g_{n}, n \geq 1\right\}$ is a given sequence of real numbers such that the sequence $\left\{\left|g_{n}\right|, n \geq\right.$ 1\} is positive and non-increasing;
(ii) for fixed $j=1,2, \ldots, p$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} v_{j j}^{(n)}=0 \tag{4.4}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
b_{n j}-\beta_{j}=O\left(\left(f\left(v_{j j}^{(n)}\right)\right)^{1 / 2} \cdot\left|g_{n}\right|^{-1}\right) \quad \text { a.s., } \quad j=1,2, \ldots, p, \tag{4.5}
\end{equation*}
$$

where $f$ is a positive function on $(0, \infty)$ such that

$$
\begin{equation*}
\int_{0}^{A} \frac{d t}{f(t)}<\infty \text { for some } A>0, \quad \text { and } \frac{f(t)}{t^{2}} \uparrow \infty \text { as } t \downarrow 0 \tag{4.6}
\end{equation*}
$$

By using Corollary 2.1 and Theorem 4.1, we can get the following strong consistency for least squares estimator in multiple linear regression models based on $m$-NA random variables.

Theorem 4.2 Let $\left\{e_{n}, n \geq 1\right\}$ be a sequence of $m-N A$ random variables with $E e_{n}=0$ and $E e_{n}^{2} \leq \sigma^{2}<\infty$ for $n \geq 1$. Assume further that (4.4) holds. Then for any $\delta>1$,

$$
\begin{equation*}
b_{n j}-\beta_{j}=O\left(\left(v_{j j}^{(n)} \cdot\left|\log v_{j j}^{(n)}\right|^{\delta}\right)^{1 / 2}\right) \quad \text { a.s., } \quad j=1,2, \ldots, p . \tag{4.7}
\end{equation*}
$$

Proof Firstly, we will show that $\left\{e_{n}, n \geq 1\right\}$ is a convergence system. Let $\left\{a_{n}, n \geq 1\right\}$ be a sequence of real numbers such that $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$. Note that for fixed $t=$ $0,1,2, \ldots, m-1,\left\{e_{t+m k}, k=1,2, \ldots\right\}$ is a sequence of NA random variables and

$$
\begin{equation*}
\sum_{k=1}^{\infty} \operatorname{Var}\left(a_{t+m k} e_{t+m k}\right)=\sum_{k=1}^{\infty} E\left(a_{t+m k} e_{t+m k}\right)^{2} \leq \sigma^{2} \sum_{n=1}^{\infty} a_{n}^{2}<\infty \tag{4.8}
\end{equation*}
$$

Hence, we have by (4.8) and Corollary 2.1 that $\sum_{k=1}^{\infty} a_{t+m k} e_{t+m k}$ converges $a . s$., and thus,

$$
\sum_{i=m}^{\infty} a_{i} e_{i}=\sum_{t=0}^{m-1} \sum_{k=1}^{\infty} a_{t+m k} e_{t+m k} \quad \text { converges } \quad \text { a.s. }
$$

Therefore, $\left\{e_{n}, n \geq 1\right\}$ is a convergence system.
Taking $g_{n} \equiv 1$ and $f(t)=t|\log t|^{\delta}$ for $\delta>1$ and $0<t<e^{-1}$, we can see that the conditions of Theorem 4.1 are satisfied. Hence, the desired result (4.7) follows from (4.5) immediately.

Acknowledgements The authors are most grateful to the Editor-in-Chief Christine H. Müller, and three anonymous referees for careful reading of the manuscript and valuable suggestions which helped in improving an earlier version of this paper.

## References

Alam K, Saxena KML (1981) Positive dependence in multivariate distributions. Commun Stat Theory Method 10:1183-1196
Chen GJ, Lai TL, Wei CZ (1981) Convergence systems and strong consistency of least squares estimates in regression models. J Multivar Anal 11(3):319-333
Chen P, Hu TC, Liu X, Volodin A (2008) On complete convergence for arrays of rowwise negatively associated random variables. Theory Probab Appl 52:323-328
Hu SH (2002) The rate of convergence for the least squares estimator in nonlinear regression model with dependent errors. Sci China Ser A 45(2):137-146
Hu SH (2004) Consistency for the least squares estimator in nonlinear regression model. Stat Probab Lett 67(2):183-192
Hu TC, Chiang CY, Taylor RL (2009) On complete convergence for arrays of rowwise $m$-negatively associated random variables. Nonlinear Anal 71:1075-1081
Ivanov AV (1976) An asymptotic expansion for the distribution of the least squares estimator of the nonlinear regression parameter. Theory Probab Appl 21(3):557-570
Ivanov AV (1997) Asymptotic theory of nonlinear regression. Kluwer Academic Publishers, Dordrecht
Ivanov AV, Leonenko NN (1989) Statistical analysis of random fields. Kluwer Academic Publishers, Dordrecht
Jennrich RI (1969) Asymptotic properties of nonlinear least squares estimators. Ann Math Stat 40(2):633643
Joag-Dev K, Proschan F (1983) Negative association of random variables with applications. Ann Stat 11(1):286-295

Liang HY, Zhang JJ (2010) Strong convergence for weighted sums of negatively associated arrays. Chin Ann Math Ser B 31B(2):273-288
Ling NX (2008) The Bahadur representation for sample quantiles under negatively associated sequence. Stat Probab Lett 78:2660-2663
Malinvaud E (1970) The consistency of nonlinear regression. Ann Math Stat 41(3):956-969
Matula P (1992) A note on the almost sure convergence of sums of negatively dependent random variables. Stat Probab Lett 15:209-213
Prakasa Rao BLS (1984) The rate of convergence of the least squares estimator in a non-linear regression model with dependent errors. J Multivar Anal 14(3):315-322
Schmetterer L (1974) Introduction to mathematical statistics. Springer, Berlin
Shao QM (2000) A comparison theorem on moment inequalities between negatively associated and independent random variables. J Theor Probab 13:343-356
Sung SH (2011) On the strong convergence for weighted sums of random variables. Stat Pap 52:447-454
Wang XH, Hu SH (2012) Complete convergence and complete moment convergence for a class of random variables. J Inequal Appl 2012, Article ID 229, 12 pp
Wang XH, Hu SH (2014) Weak laws of large numbers for arrays of dependent random variables. Stoch Int J Probab Stoch Process 86(5):759-775
Wang XJ, Li XQ, Hu SH, Yang WZ (2011) Strong limit theorems for weighted sums of negatively associated random variables. Stoch Anal Appl 29(1):1-14
Wang XJ, Deng X, Zheng LL, Hu SH (2014a) Complete convergence for arrays of rowwise negatively superadditive-dependent random variables and its applications. Stat J Theor Appl Stat 48:834-850
Wang XJ, Xu C, Hu TC, Volodin A, Hu SH (2014b) On complete convergence for widely orthant-dependent random variables and its applications in nonparametric regression models. Test 23:607-629
Yang WZ, Hu SH (2014) Large deviation for a least squares estimator in a nonlinear regression model. Stat Probab Lett 91:135-144
Zarei H, Jabbari H (2011) Complete convergence of weighted sums under negative dependence. Stat Pap 52:413-418


[^0]:    Supported by the National Natural Science Foundation of China (11501004, 11201001), the Natural Science Foundation of Anhui Province (1308085QA03, 1508085J06), the Provincial Natural Science Research Project of Anhui Colleges (KJ2015A018); the Open Project of School of Mathematical Sciences, Anhui University (ADSY201503), the Quality Improvement Projects for Undergraduate Education of Anhui University (ZLTS2015035) and the Students Innovative Training Project of Anhui University (201510357116).
    $\triangle$ Aiting Shen
    Empress201010@126.com
    1 School of Mathematical Sciences, Anhui University, Hefei 230601, People's Republic of China
    2 Department of Mathematics and Statistics, University of Regina, Regina, SK S4S 0A2, Canada

