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ABSTRACT

Let {Xn; n $ 1} be a sequence of independent and identically

distributed random variables and {ani; 1 # i # n; n $ 1} an array

of constants. Some strong convergence results for the weighted

sums
Pn

i¼1aniXi are obtained.

1. INTRODUCTION

The concept of complete convergence introduced by Hsu and Robbins (1)

is as follows. A sequence {Un; n $ 1} of random variables converges completely

to the constant u if
P1

n¼1PðjUn 2 uj . eÞ , 1 for all e . 0: If Un ! u

completely, then the Borel–Cantelli lemma implies that Un ! 0 a.s. (almost

sure). The converse is generally not true.

Recently, Wu (2) proved the equivalence of the a.s. and complete

convergence of weighted sum
Pn

i¼1Xi=ððn 1 2 2 iÞlogðn 1 2 2 iÞ log log nÞ of
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i.i.d. (independent and identically distributed) random variables. In this paper, we

give some conditions on weights so that the weighted sum converges completely

to zero. This result improves the theorem of Chow and Lai (3). By using this

result, we extend Wu’s (2) theorem to the more general weighted sums.

Throughout this paper, C denotes a positive constant which may be

different in various places.

2. MAIN RESULTS

To prove the main results, we need the following lemmas. They provide

some conditions under which some moments of the random variable exist.

Lemma 1. Let {Xn; n $ 1} be a sequence of i.i.d. random variables and

{ani; 1 # i # n; n $ 1} an array of constants. Suppose that the following

conditions hold.

(i) 1=ðjannjlog nÞ ¼ Oð1Þ;
(ii) annXn ! 0 in probability,

(iii)
Pn

i¼1aniXi ! 0 a.s.

Then E½e tjX1j� , 1 for all t . 0:

Proof. Let Yn ¼
Pn21

i¼1 aniXi and Zn ¼ annXn: Then Yn and {Zn; Zn11;…} are

independent, and hence Zn ! 0 a.s. by Lemma 3.3.4 in Chow and Teicher (4).

Since Zn are independent, it follows by the Borel–Cantelli lemma that for

e . 0 A

1 .
X1
n¼1

PðjZnj . eÞ ¼
X1
n¼1

PðjannX1j . eÞ $
X1
n¼1

Pðe
C
e
jX1j . nÞ:

Hence E½e tjX1j� , 1 for all t . 0. A

The following lemma is only a slight modification of Lemma 1.

Lemma 2. Let {Xn; n $ 1} be a sequence of i.i.d. random variables and

{ani; 1 # i # mn; n $ 1} an array of constants, where {mn; n $ 1} is a strictly

increasing sequence of positive integers. Let fðnÞ ¼ 1=max1#i#mn
janij: Suppose

that the following conditions hold.

(i) fðnÞ !1 as n !1,

(ii)
Pmn

i¼1aniXi ! 0 completely.

Then for any positive nondecreasing function c such that cðfðnÞ # n for all

n $ 1; we have that Ec½tjX1j� , 1 for all t . 0:
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Proof. Let kn be such that jankn
j ¼ 1=fðnÞ; n $ 1: Let Yn ¼

Pmn

i¼1aniXi 2

ankn
Xkn

2 anmn
Xmn

1 anmn
Xkn

and Zn ¼ ankn
Xmn

: Then Yn 1 Zn and
Pmn

i¼1aniXi

have the same probability distribution, and Yn and {Zn; Zn11;…} are

independent. The rest of proof is similar to that of Lemma 1 and omitted. A

Now, we state and prove one of our main results.

Theorem 1. Let {Xn; n $ 1} be a sequence of i.i.d. random variables with

EX1 ¼ 0 and E½e tjX1j� , 1 for all t . 0: Let {ani; 1 # i # mn; n $ 1} be an

array of constants satisfying the following conditions, where {mn; n $ 1} is a

sequence of positive integers.

(i) max1#i#mn
janijlog n ¼ Oð1Þ;

(ii)
Pmn

i¼1a2
nilog n ¼ oð1Þ:

Then
Pmn

i¼1aniXi converges completely to zero.

Proof. From an equality ex # 1 1 x 1 1=2x2e jxj for all x [ R; we have

E½e taniXi� # 1 1 E
1

2
t 2a2

niX
2
1e tjanijjX1j

� �

for any t . 0: Let e . 0 be given. By putting t ¼ 2log n=e, we obtain

E½e taniXi� # 1 1
1

2

2

e

� �2

log2 na2
niE½X

2
1e

2
e
log njanijjX1j�

# 1 1
1

2

2

e

� �2

log2 na2
niE½X

2
1eCjX1j�

# 1 1
1

2

2

e

� �2

log2 na2
niE½e

ð11CÞjX1j�;

since x2 # e jxj for all x [ R: It follows that

P
Xmn

i¼1

aniXi . e

 !
# e2teE et

Xmn

i¼1
aniXi

h i

# e22log n
Ymn

i¼1

ð1 1 Ca2
ni log2 nÞ

# e22log n
Ymn

i¼1

eCa2
nilog2 n # e23

2
log n ð1Þ

for all sufficiently large n. By replacing Xi by 2Xi from the above statement, we
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obtain

P
Xmn

i¼1

aniXi , 2e

 !
# e23

2
log n ð2Þ

for all sufficiently large n. Hence the result follows by (1) and (2). A

Corollary 1. Let {Xn; n $ 1} be a sequence of i.i.d. random variables with

EX1 ¼ 0: Then the following statements are equivalent.

(i) E½e tjX1j� , 1 for all t.0,

(ii) for every array {cni} of constants such that lim supn!1

Pn
i¼1c2

ni ,

1;
Pn

i¼1cniXi=log n converges completely to zero.

Proof. Let ani ¼ cni=log n: The implication (i)) (ii) is easily proved by

Theorem 1. To prove the converse using Lemma 2, let cni ¼ 1=ðn 1 1 2 iÞ: Then

fðnÞ ¼ log n; and lim supn!1

Pn
i¼1c2

ni ¼ lim supn!1

Pn
i¼11=i2 , 1: IfPn

i¼1cniXi=log n ! 0 completely, then E½e tjX1j� , 1 for all t . 0 by Lemma 2

with cðxÞ ¼ ex: A

Remark 1. Corollary 1 was proved by Chow and Lai (3). Let cni ¼

1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ði 1 1Þlogði 1 1Þ

p
and ani ¼ cni=log n: Then lim supn!1

Pn
i¼1c2

ni ¼ 1:
However, {ani} satisfies the conditions (i) and (ii) of Theorem 1. Hence

Theorem 1 improves the result of Chow and Lai (3).

The following example shows that Theorem 1 does not hold if the condition

(ii) is replaced by the weaker condition (ii)0
Pn

i¼1a2
nilog n ¼ Oð1Þ:

Example 1. Let X1;X2;… be i.i.d. N (0, 1) random variables. Define ani by

ani ¼
1=blog nc if 1 # i # blog nc

0 if blog nc1 1 # i # n

(
;

where bac denotes the integer part of a. Then the condition (i) of Theorem 1 and

the above condition (ii)0 are all easily satisfied. Noting X1 , Nð0; 1Þ; it follows

that E½e tjX1j� # 2e t 2=2 for all t . 0: Since
Pblog nc

i¼1 Xi=
ffiffiffiffiffiffiffiffiffiffiffiffi
blog nc

p
, Nð0; 1Þ; we have

by Lemma 5.1.1 in Stout (5) that

P j
Xn

i¼1

aniXij . 1

 !
¼ P j

Xblog nc

i¼1

Xi=
ffiffiffiffiffiffiffiffiffiffiffiffi
blog nc

p
j .

ffiffiffiffiffiffiffiffiffiffiffiffi
blog nc

p !

$ 2expð2blog ncÞ $
2

n
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for all sufficiently large n, and so
Pn

i¼1aniXi does not converge completely to

zero.

Recently, Wu (2) proved the equivalence of the a.s. and complete

convergence of weighted sum
Pn

i¼1Xi=ððn 1 2 2 iÞlogðn 1 2 2 iÞlog log nÞ of

i.i.d. random variables. From the following corollary, we also have the

equivalence of the a.s and complete convergence of some weighted sums.

Corollary 2. Let {Xn; n $ 1} be a sequence of i.i.d. random variables with

EX1 ¼ 0: Let {ani; 1 # i # n; n $ 1} be an array of constants satisfying the

following conditions.

(i) max1#i#njanijlog n ¼ Oð1Þ;
(ii)

Pn
i¼1a2

nilog n ¼ oð1Þ;
(iii) 1=ðjannjlog nÞ ¼ Oð1Þ:

Then
Pn

i¼1aniXi ! 0 a.s. if and only if
Pn

i¼1aniXi ! 0 completely.

Proof. If
Pn

i¼1aniXi ! 0 completely, then the Borel–Cantelli lemma trivially

implies that
Pn

i¼1aniXi ! 0 a.s. Now we assume that
Pn

i¼1aniXi ! 0 a.s. Since

EjannXnj # max1#i#njanijEjX1j # C=log n; it follows that annXn ! 0 in

probability, and so E½e tjX1j� , 1 for all t . 0 by Lemma 1. Thus, it follows

by Theorem 1 that
Pn

i¼1aniXi ! 0 completely. A

We can find some arrays {ani} satisfying the conditions of Corollary 2. For

example,

ani ¼ 1=ðn 1 1 2 iÞlog nÞ or ani ¼ 1=ðð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn 1 2 2 iÞlogðn 1 2 2 iÞ

p
log nÞ:

However, the result of Wu (2) does not follow from Corollary 2. The following

theorem extends the result of Wu to the more general weighted sums. The proof is

similar to that of Wu.

Theorem 2. Let {Xn; n $ 1} be a sequence of i.i.d. random variables with

EX1 ¼ 0: Let {an; n $ 1} and {bn; n $ 1} be sequences of constants satisfying

the following conditions.

(a) janj # as n " 1;
(b) 0 , bn !1;
(c) bn=log n ¼ Oð1Þ:

Furthermore, assume that there exists a non-decreasing sequence {kn; n $ 1}

satisfying the following conditions.

(d) k2nkn
# 2kn # n for all sufficiently large n,

(e) jakn
jlog n=bn ¼ Oð1Þ;

STRONG CONVERGENCE OF WEIGHTED SUMS 907
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(f) jakn
j
Pn

i¼1jaijlog n=b2
n ¼ oð1Þ;

(g) C1bn # b2nkn
# C2bn for some constants C1 . 0 and C2 . 0:

Then
Pn

i¼1an112iXi=bn ! 0 a.s. if and only if
Pn

i¼1an112iXi=bn ! 0 completely.

Proof. Note that complete convergence implies a.s. convergence by the Borel–

Cantelli lemma. Now we assume that
Pn

i¼1an112iXi=bn ! 0 a.s. Let ani ¼

an112i=bn: Then we have 1=ðjannjlog nÞ ¼ Oð1Þ by (c). We also have annXn ! 0

in probability, since EjannXnj ¼ ja1jEjX1j=bn ! 0 by (b). Hence, it follows by

Lemma 1 that E½e tjX1j� , 1 for all t . 0: We rewrite

1

bn

Xn

i¼1

an112iXi ¼
1

bn

Xn2kn

i¼1

an112iXi 1
1

bn

Xn

i¼n2kn11

an112iXi: ð3Þ

By (a) and (e), we obtain that

1#i#n2kn

max
jan112ij

bn

log n #
jakn

jlog n

bn

¼ Oð1Þ: ð4Þ

We also obtain by (a) and (f) that

Xn2kn

i¼1

an112i

bn

� �2

log n #
jakn

j
Pn

i¼1 jaijlog n

b2
n

¼ oð1Þ: ð5Þ

From (4) and (5), it follows by Theorem 1 that the first term on the right hand side

of (3) converges completely to zero. Hence, it remains to show that the second

term converges completely to zero. To do this, we let nðmÞ ¼ 2mkm; and Sn be the

second term, i.e.,

Sn ¼
1

bn

Xkn

i¼1

aiXn112i:

Since nðm 1 1Þ2 knðm11Þ 1 1 . nðmÞ for m $ m0 by (d), {SnðmÞ;m $ m0} are

independent. It follows by the Borel–Cantelli lemma that Sn(m ) converges

completely to zero, since Sn ! 0 a.s. Hence, we have by (g) that

1

bm

XknðmÞ

i¼1

aiXi!0 completely: ð6Þ

Note that
PknðmÞ

i¼km11aiXi=bm converges completely to zero. The proof is similar to

that of the first term on the right hand side of (3). Hence Sn converges completely

to zero by (6), so the proof is complete. A
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Remark 2. When kn ¼ blog nc; {kn} satisfies the condition (d) of Theorem 2.

When bn , C
Pn

i¼1jaij for some constant C . 0, the both conditions (e) and (f)

are equivalent to jakn
jlog n=bn ¼ oð1Þ:

Finally, we give some examples satisfying the conditions of Theorem 2. It

can be easily checked by using Remark 2.

Example 2

(1) an ¼ 1=ððn 1 1Þðlogðn 1 1ÞÞaÞð0 # a , 1Þ; bn ¼ ðlog nÞ12a; and

kn ¼ blog nc:
(2) an ¼ 1=ððn 1 1Þlogðn 1 1ÞÞ; bn ¼ log log n; and kn ¼ blog nc:
(3) an ¼ 1=ððn 1 1Þ1 logðn 1 1ÞÞ; bn ¼ log n; and kn ¼ blog nc:
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