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Abstract In this paper, some probability inequalities and moment inequalities for
widely orthant-dependent (WOD, in short) random variables are presented, especially
the Marcinkiewicz–Zygmund type inequality and Rosenthal type inequality. By using
these inequalities, we further study the complete convergence for weighted sums of
arrays of row-wise WOD random variables and give some special cases, which extend
some corresponding ones for dependent sequences. As applications, we present some
sufficient conditions to prove the complete consistency for the estimator of nonpara-
metric regression model based on WOD errors by using the complete convergence that
we established. At last, the choice of the fixed design points and the weight functions
for the nearest neighbor estimates is proposed. Our results generalize some known
results for independent random variables and some dependent random variables.
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1 Introduction

It is well known that the probability limit theorem and its applications for indepen-
dent random variables have been studied by many authors, while the assumption of
independence is not reasonable in real practice. If the independent case is classical in
the literature, the treatment of dependent random variables is more recent.

One of the important dependence structure is the wide dependence structure, which
was introduced by Wang et al. (2013) as follows.

Definition 1.1 For the random variables {Xn, n ≥ 1}, if there exists a finite real
sequence {gU (n), n ≥ 1} satisfying for each n ≥ 1 and for all xi ∈ (−∞,∞),
1 ≤ i ≤ n,

P(X1 > x1, X2 > x2, . . . , Xn > xn) ≤ gU (n)

n∏

i=1

P(Xi > xi ),

then we say that the {Xn, n ≥ 1} are widely upper orthant dependent (WUOD, in
short); if there exists a finite real sequence {gL(n), n ≥ 1} satisfying for each n ≥ 1
and for all xi ∈ (−∞,∞), 1 ≤ i ≤ n,

P(X1 ≤ x1, X2 ≤ x2, . . . , Xn ≤ xn) ≤ gL(n)

n∏

i=1

P(Xi ≤ xi ),

then we say that the {Xn, n ≥ 1} are widely lower orthant dependent (WLOD, in
short); if they are both WUOD and WLOD, then we say that the {Xn, n ≥ 1} are
widely orthant dependent (WOD, in short), and gU (n), gL(n), n ≥ 1, are called
dominating coefficients.

An array {Xni , i ≥ 1, n ≥ 1} of random variables is called row-wise WOD if for
every n ≥ 1, {Xni , i ≥ 1} is a sequence of WOD random variables.

Recall that when gL(n) = gU (n) = M for some constant M , the random variables
{Xn, n ≥ 1} are called extended negatively upper orthant dependent (ENUOD, in
short) and extended negatively lower orthant dependent (ENLOD, in short), respec-
tively. If they are both ENUOD and ENLOD, then we say that the random vari-
ables {Xn, n ≥ 1} are extended negatively orthant dependent (ENOD, in short). The
concept of general extended negative dependence was proposed by Liu (2009), Liu
(2010) and further promoted by Chen et al. (2010), Chen et al. (2011), Shen (2011),
Shen (2013a), Wang and Cheng (2011), Wang and Wang (2012), and so forth. When
gL(n) = gU (n) = 1 for any n ≥ 1, the random variables {Xn, n ≥ 1} are called
negatively upper orthant dependent (NUOD, in short) and negatively lower orthant
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Complete convergence for WOD random variables and its applications 609

dependent (NLOD, in short), respectively. If they are both NUOD and NLOD, then
we say that the random variables {Xn, n ≥ 1} are negatively orthant dependent (NOD,
in short). The concept of negative dependence was introduced by Ebrahimi and Ghosh
(1981) and carefully studied by Joag and Proschan (1983). For more details about
NOD random variables, one can refer to Wang et al. (2010, 2011a, b), Wu (2006,
2010), Wu and Jiang (2011), Sung (2011), Qiu et al. (2011), and so forth. Joag and
Proschan (1983) pointed out that NA random variables are NOD. Hu (2000) intro-
duced the concept of negatively superadditive dependence (NSD, in short) and gave
an example illustrating that NSD does not imply NA. Hu (2000) posed an open prob-
lem whether NA implies NSD. Christofides and Vaggelatou (2004) solved this open
problem and indicated that NA implies NSD. In addition, Hu (2000) pointed out that
NSD implies NOD (see Property 2 of Hu 2000). By the statements above, we can see
that the class of WOD random variables contains END random variables, NOD ran-
dom variables, NSD random variables, NA random variables and independent random
variables as special cases. Hence, studying the probability limiting behavior of WOD
random variables and its applications are of great interest.

The concept of WOD random variables was introduced by Wang et al. (2013) and
many applications have been found subsequently. See, for example, Wang et al. (2013)
provided some examples which showed that the class of WOD random variables con-
tains some common negatively dependent random variables, some positively depen-
dent random variables and some others; in addition, they studied the uniform asymp-
totics for the finite-time ruin probability of a new dependent risk model with a constant
interest rate. Wang and Cheng (2011) presented some basic renewal theorems for a
random walk with widely dependent increments and gave some applications. Wang
et al. (2012) studied the asymptotics of the finite-time ruin probability for a generalized
renewal risk model with independent strong subexponential claim sizes and widely
lower orthant dependent inter-occurrence times. Liu (2012) gave the asymptotically
equivalent formula for the finite-time ruin probability under a dependent risk model
with constant interest rate. He et al. (2013) provided the asymptotic lower bounds of
precise large deviations with nonnegative and dependent random variables. Chen et al.
(2013) considered uniform asymptotics for the finite-time ruin probabilities of two
kinds of nonstandard bidimensional renewal risk models with constant interest forces
and diffusion generated by Brownian motions. Shen (2013b) established the Bernstein
type inequality for WOD random variables and gave some applications, and so forth.

The main purpose of the paper is to present some probability inequalities and
moment inequalities for WOD random variables, especially the Marcinkiewicz–
Zygmund type inequality and Rosenthal type inequality. By using these probability
inequalities and moment inequalities, we further study the complete convergence for
arrays of row-wise WOD random variables. In addition, we will apply the complete
convergence to nonparametric regression model and investigate the complete consis-
tency for the nonparametric regression estimator based on WOD errors.

The following concept of stochastic domination will be used in this work.

Definition 1.2 An array {Xni , i ≥ 1, n ≥ 1} of random variables is said to be sto-
chastically dominated by a random variable X if there exists a positive constant C
such that
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610 X. Wang et al.

P(|Xni | > x) ≤ C P(|X | > x)

for all x ≥ 0, i ≥ 1 and n ≥ 1.

Throughout the paper, let {Xn, n ≥ 1} be a sequence of WOD random variables
with dominating coefficients gU (n), gL(n), n ≥ 1. Let {Xni , 1 ≤ i ≤ kn, n ≥ 1}
be an array of row-wise WOD random variables with dominating coefficients gU (n),
gL(n), n ≥ 1 in each row, where {kn, n ≥ 1} is a sequence of positive integers. Denote
g(n) = max{gU (n), gL(n)}, Sn = ∑n

i=1 Xi and Mt,n = ∑n
i=1 E |Xi |t for some t > 0

and each n ≥ 1. Let C denote a positive constant, which can be different in various
places. �x� denotes the integer part of x .

The structure of the paper is as follows: some important probability inequalities and
moment inequalities are presented in Sect. 2. The complete convergence for arrays
of row-wise WOD random variables are studied in Sect. 3 and the complete consis-
tency for the estimator of nonparametric regression model based on WOD errors is
investigated in Sect. 4.

2 Inequalities for WOD random variables

To prove the main results of the paper, we need the following important lemmas. The
first one is a basic property for WOD random variables, which was obtained by Wang
et al. (2013)

Lemma 2.1 (i) Let {Xn, n ≥ 1} be WLOD (WUOD) with dominating coeffi-
cients gL(n), n ≥ 1 (gU (n), n ≥ 1). If { fn(·), n ≥ 1} are nondecreasing,
then { fn(Xn), n ≥ 1} are still WLOD (WUOD) with dominating coefficients
gL(n), n ≥ 1 (gU (n), n ≥ 1); if { fn(·), n ≥ 1} are nonincreasing, then
{ fn(Xn), n ≥ 1} are WUOD (WLOD) with dominating coefficients gL(n), n ≥ 1
(gU (n), n ≥ 1).

(ii) If {Xn, n ≥ 1} are nonnegative and WUOD with dominating coefficients
gU (n), n ≥ 1, then for each n ≥ 1,

E
n∏

i=1

Xi ≤ gU (n)

n∏

i=1

E Xi .

In particular, if {Xn, n ≥ 1} are WUOD with dominating coefficients gU (n), n ≥ 1,
then for each n ≥ 1 and any s > 0,

E exp

{
s

n∑

i=1

Xi

}
≤ gU (n)

n∏

i=1

E exp{s Xi }.

By Lemma 2.1, we can get the following corollary immediately.

Corollary 2.1 Let {Xn, n ≥ 1} be a sequence of WOD random variables.

(i) If { fn(·), n ≥ 1} are all nondecreasing (or all nonincreasing), then { fn(Xn),

n ≥ 1} are still WOD.
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Complete convergence for WOD random variables and its applications 611

(ii) For each n ≥ 1 and any s ∈ R,

E exp

{
s

n∑

i=1

Xi

}
≤ g(n)

n∏

i=1

E exp{s Xi }.

In the following, we will present some probability inequalities and moment inequal-
ities for WOD random variables. Inspired by Fakoor and Azarnoosh (2005), Asadian
et al. (2006) and Shen (2011), we can get the following probability inequality for
WOD random variables.

Lemma 2.2 Let 0 < t ≤ 2 and {Xn, n ≥ 1} be a sequence of WOD random variables.
Assume further that E Xn = 0 for each n ≥ 1 when 1 ≤ t ≤ 2. Then for all x > 0
and y > 0,

P(|Sn| ≥ x) ≤
n∑

i=1

P (|Xi | ≥ y) + 2g(n) exp

{
x

y
− x

y
ln

(
1 + xyt−1

Mt,n

)}
. (1)

Proof If 0 < t ≤ 1, then we can get (1) by the similar proof of Theorem 2.3 in Shen
(2011). If 1 ≤ t ≤ 2, then we can get (1) by the similar proof of Lemma 3.2 and
Theorem 2.2 in Asadian et al. (2006). The details are omitted. �	

By the probability inequality (1), we can get the following moment inequality for
WOD random variables.

Lemma 2.3 Let 0 < t ≤ 2 and {Xn, n ≥ 1} be a sequence of WOD random variables.
Assume further that E Xn = 0 for each n ≥ 1 when 1 ≤ t ≤ 2. Let h(x) be a
nonnegative even function and nondecreasing on the half-line [0,∞). Assume that
h(0) = 0 and Eh(Xi ) < ∞ for each i ≥ 1, then for every r > 0,

Eh(Sn) ≤
n∑

i=1

Eh(r Xi ) + 2g(n)er

∞∫

0

(
1 + xt

r t−1 Mt,n

)−r

dh(x). (2)

Proof Taking y = x
r in Lemma 2.2, we have

P (|Sn| ≥ x) ≤
n∑

i=1

P
(
|Xi | ≥ x

r

)
+ 2g(n)er

(
1 + xt

r t−1 Mt,n

)−r

,

which implies that

∞∫

0

P (|Sn| ≥ x) dh(x) ≤
n∑

i=1

∞∫

0

P (r |Xi | ≥ x) dh(x)

+2g(n)er

∞∫

0

(
1 + xt

r t−1 Mt,n

)−r

dh(x).
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Therefore, the desired result (2) follows by the inequality above and Lemma 2.4 in
Petrov (1995) immediately. This completes the proof of the lemma. �	

By taking h(x) = |x |p, p ≥ t in Lemma 2.3, we can get the following moment
inequality for WOD random variables.

Corollary 2.2 Let 0 < t ≤ 2, p ≥ t and {Xn, n ≥ 1} be a sequence of WOD random
variables with E |Xn|p < ∞ for each n ≥ 1. Assume further that E Xn = 0 for each
n ≥ 1 when 1 ≤ t ≤ 2. Then for any r > p/t ,

E |Sn|p ≤ r p Mp,n + C(p, t)g(n)M p/t
t,n , (3)

where C(p, t) = 2per t−1 B
( p

t , r − p
t

)
r p−p/t depends only on p, t and r such that

r > p/t .

Proof Taking h(x) = |x |p, p ≥ t in Lemma 2.3, we can get that for every r > 0,

E |Sn|p ≤ r p
n∑

i=1

E |Xi |p + 2pg(n)er

∞∫

0

x p−1
(

1 + xt

r t−1 Mt,n

)−r

dx . (4)

It is easy to check that

I
.=

∞∫

0

x p−1
(

1 + xt

r t−1 Mt,n

)−r

dx

=
∞∫

0

x p−1
(

r t−1 Mt,n

r t−1 Mt,n + xt

)r

dx

=
∞∫

0

x p−1
(

1 − xt

r t−1 Mt,n + xt

)r

dx .

If we set y = xt

r t−1 Mt,n+xt in the last equality above, then we have for r > p/t that

I = r p−p/t M p/t
t,n

t

1∫

0

y
p
t −1(1 − y)r− p

t −1dy = r p−p/t M p/t
t,n

t
B

( p

t
, r − p

t

)
,

where

B(α, β) =
1∫

0

xα−1(1 − x)β−1dx, α, β > 0
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Complete convergence for WOD random variables and its applications 613

is the Beta function. Substitute I to (4), we can obtain the desired result (3) immedi-
ately. The proof is completed. �	

By Corollary 2.2, we can get the Marcinkiewicz–Zygmund type inequality and
Rosenthal type inequality for WOD random variables as follows.

Corollary 2.3 Let p ≥ 1 and {Xn, n ≥ 1} be a sequence of WOD random variables
with E |Xn|p < ∞ for each n ≥ 1. Assume further that E Xn = 0 for each n ≥ 1
when p ≥ 2. Then there exist positive constants C1(p) and C2(p) depending only on
p such that

E

∣∣∣∣∣

n∑

i=1

Xi

∣∣∣∣∣

p

≤ [C1(p) + C2(p)g(n)]
n∑

i=1

E |Xi |p, for 1 ≤ p ≤ 2 (5)

and

E

∣∣∣∣∣

n∑

i=1

Xi

∣∣∣∣∣

p

≤ C1(p)

n∑

i=1

E |Xi |p + C2(p)g(n)

(
n∑

i=1

E |Xi |2
)p/2

, for p ≥ 2.

(6)

Proof If 1 ≤ p ≤ 2, then (5) follows by (3) immediately by taking t = p. If p ≥ 2,
then we can get (6) immediately by taking t = 2. The proof is completed. �	

The last one is a fundamental inequality for stochastic domination. For the proof,
one can refer to Wu (2006) or Shen and Wu (2013).

Lemma 2.4 Assume that {Xni , i ≥ 1, n ≥ 1} is an array of random variables sto-
chastically dominated by a random variable X. Then for all α > 0 and b > 0, there
exist positive constants C1 and C2 such that

E |Xni |α I (|Xni | ≤ b) ≤ C1
[
E |X |α I (|X | ≤ b) + bα P (|X | > b)

]

and

E |Xni |α I (|Xni | > b) ≤ C2 E |X |α I (|X | > b) .

Consequently, E |Xni |α ≤ C E |X |α .

3 Complete convergence for arrays of row-wise WOD random variables

In Sect. 2, we get some probability inequalities and moment inequalities for WOD ran-
dom variables, especially the Marcinkiewicz–Zygmund type inequality and Rosenthal
type inequality. These inequalities will be applied to prove the complete convergence
for weighted sums of arrays of row-wise WOD random variables.

Recently, Kruglov et al. (2006) obtained the following complete convergence the-
orem for arrays of row-wise independent random variables {Xni , 1 ≤ i ≤ kn, n ≥ 1},
where {kn, n ≥ 1} is a sequence of positive integers.
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614 X. Wang et al.

Theorem 3.1 Let {Xni , 1 ≤ i ≤ kn, n ≥ 1} be an array of row-wise independent
random variables with E Xni = 0 for all 1 ≤ i ≤ kn, n ≥ 1 and {bn, n ≥ 1} be a
sequence of nonnegative constants. Suppose that the following conditions hold:

(i)
∑∞

n=1 bn
∑kn

i=1 P (|Xni | > ε) < ∞ for all ε > 0;
(ii) there exists J ≥ 1 such that

∞∑

n=1

bn

( kn∑

i=1

E X2
ni

)J

< ∞.

Then for all ε > 0,

∞∑

n=1

bn P

(
max

1≤m≤kn

∣∣∣∣∣

m∑

i=1

Xni

∣∣∣∣∣ > ε

)
< ∞.

Our goal is to extend the result of Theorem 3.1 for arrays of row-wise independent
random variables to the case of arrays of row-wise WOD random variables and give
its application. One of our main results is as follows.

Theorem 3.2 Let {Xni , 1 ≤ i ≤ kn, n ≥ 1} be an array of row-wise WOD random
variables with E Xni = 0 for 1 ≤ i ≤ kn, n ≥ 1 and {bn, n ≥ 1} be a sequence of
nonnegative constants. Suppose that the condition (i) of Theorem 3.1 is satisfied and
there exist constants J ≥ 1 and 0 < p ≤ 2 such that

∞∑

n=1

bng(kn)

( kn∑

i=1

E |Xni |p

)J

< ∞. (7)

Then
∞∑

n=1

bn P

(∣∣∣∣∣

kn∑

i=1

Xni

∣∣∣∣∣ > ε

)
< ∞ for all ε > 0. (8)

Proof By Lemma 2.2, we have for x = ε, y = ε/J and t = p that

P

(∣∣∣∣∣

kn∑

i=1

Xni

∣∣∣∣∣ > ε

)

≤
kn∑

i=1

P (|Xni | > ε/J ) + 2g(kn)e
J

(
1 + ε p/J p−1

∑kn
i=1 E |Xni |p

)−J

≤
kn∑

i=1

P (|Xni | > ε/J ) + 2g(kn)e
J J J (p−1)ε−J p

( kn∑

i=1

E |Xni |p

)J

,

which implies (8) according to the conditions (i) of Theorem 3.1, (7) and the inequality
above immediately. �	
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Complete convergence for WOD random variables and its applications 615

Remark 3.1 Taking g(n) = gU (n) = gL(n) = M , where M is a positive constant, the
notion of WOD random variables reduces to END random variables, which contains
NOD, NSD, NA and independent random variables as special cases. Hence, the result
of Theorem 3.2 still holds for END random variables and the condition (7) can be
weakened by

∞∑

n=1

bn

( kn∑

i=1

E |Xni |p

)J

< ∞,

where J ≥ 1 and 0 < p ≤ 2 are constants. Therefore, our result generalizes the corre-
sponding ones for independent random variables, NA random variables, NOD random
variables and END random variables. For similar results on complete convergence of
NA random variables and NOD random variables, one can refer to Liang (2000), Chen
et al. (2008), Qiu et al. (2011), and so forth.

The result of Theorem 3.2 can be applied to establish the following complete
convergence result for arrays of row-wise WOD random variables by using the
Marcinkiewicz–Zygmund type inequality of WOD random variables. The main idea
is inspired by Baek et al. (2008), Wu (2012) and Sung (2012).

Theorem 3.3 Suppose that β ≥ −1 and p ≥ 1. Let {Xni , 1 ≤ i ≤ kn, n ≥ 1} be
an array of row-wise WOD random variables with mean zero, which is stochastically
dominated by a random variable X. Let {ani , 1 ≤ i ≤ kn, n ≥ 1} be an array of
constants satisfying

max
1≤i≤kn

|ani | = O
(
n−γ

)
for some γ > 0 (9)

and
kn∑

i=1

|ani |q = O
(

n−1−β+γ (p−q)
)

for some q < p. (10)

Further assume that

kn∑

i=1

|ani |t = O
(
n−α

)
for some 0 < t ≤ 2 and some α > 0 (11)

if p ≥ 2. There exists some 0 ≤ λ < 1 such that g(kn) = O(nγ λ), and 0 ≤ λ < 2 − p
if 1 < p < 2. If E |X |p+λ < ∞, then

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani Xni

∣∣∣∣∣ > ε

)
< ∞ for all ε > 0. (12)
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Proof Note that

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani Xni

∣∣∣∣∣ > ε

)
≤

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

a+
ni Xni

∣∣∣∣∣ >
ε

2

)

+
∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

a−
ni Xni

∣∣∣∣∣ >
ε

2

)
.

So, without loss of generality, we assume that ani ≥ 0 for all 1 ≤ i ≤ kn and n ≥ 1.
For 1 ≤ i ≤ kn and n ≥ 1, define

X
′
ni = −nγ I

(
Xni < −nγ

) + Xni I
(|Xni | ≤ nγ

) + nγ I
(
Xni > nγ

)
,

X
′′
ni = Xni − X

′
ni = (

Xni − nγ
)

I
(
Xni > nγ

) + (
Xni + nγ

)
I
(
Xni < −nγ

)
.

By Lemma 2.1 (i), we can see that {ani X
′
ni , 1 ≤ i ≤ kn, n ≥ 1} and {ani X

′′
ni , 1 ≤ i ≤

kn, n ≥ 1} are arrays of row-wise WOD random variables. Since E Xni = 0, in order
to prove (12), it suffices to show that for all ε > 0,

H
.=

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani

(
X

′
ni − E X

′
ni

)∣∣∣∣∣ > ε

)
< ∞ (13)

and

G
.=

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani

(
X

′′
ni − E X

′′
ni

)∣∣∣∣∣ > ε

)
< ∞. (14)

We will consider the following three cases.

Case 1: p = 1.

For H , it follows by Markov’s inequality and Corollary 2.3 that

H ≤ C
∞∑

n=1

nβ E

∣∣∣∣∣

kn∑

i=1

ani

(
X

′
ni − E X

′
ni

)∣∣∣∣∣

2

≤ C
∞∑

n=1

nβ

kn∑

i=1

a2
ni E

∣∣∣X
′
ni

∣∣∣
2 + C

∞∑

n=1

nβg(kn)

kn∑

i=1

a2
ni E

∣∣∣X
′
ni

∣∣∣
2

.= H1 + H2. (15)

By Lemma 2.4 and conditions (9)–(10), we have

H1
.= C

∞∑

n=1

nβ

kn∑

i=1

a2
ni E

∣∣∣X
′
ni

∣∣∣
2
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≤ C
∞∑

n=1

nβ

kn∑

i=1

a2
ni

[
E X2 I

(|X | ≤ nγ
) + n2γ P

(|X | > nγ
)]

≤ C
∞∑

n=1

nβ max
1≤i≤kn

|ani |2−q
kn∑

i=1

|ani |q
[

E X2 I
(|X | ≤ nγ

) + n2γ P
(|X | > nγ

)]

≤ C
∞∑

n=1

nβn−γ (2−q)n−1−β+γ (1−q)
[

E X2 I
(|X | ≤ nγ

) + n2γ P
(|X | > nγ

)]

= C
∞∑

n=1

n−1−γ E X2 I
(|X | ≤ nγ

) + C
∞∑

n=1

n−1+γ P
(|X | > nγ

)

= C
∞∑

n=1

n−1−γ
n∑

i=1

E X2 I
(
(i − 1)γ < |X | ≤ iγ

)

+C
∞∑

n=1

n−1+γ
∞∑

i=n

P
(
iγ < |X | ≤ (i + 1)γ

)

≤ C
∞∑

i=1

E X2 I
(
(i − 1)γ < |X | ≤ iγ

)
i−γ + C

∞∑

i=1

P
(
iγ < |X | ≤ (i + 1)γ

)
iγ

≤ C E |X | < ∞. (16)

Similar to the proof of (16), and note that g(kn) = O(nγ λ) for some 0 ≤ λ < 1,
we can see that

H2
.= C

∞∑

n=1

nβg(kn)

kn∑

i=1

a2
ni E

∣∣∣X
′
ni

∣∣∣
2

≤ C
∞∑

n=1

n−1−γ+γ λ
n∑

i=1

E X2 I
(
(i − 1)γ < |X | ≤ iγ

)

+C
∞∑

n=1

n−1+γ+γ λ
∞∑

i=n

P
(
iγ < |X | ≤ (i + 1)γ

)

≤ C
∞∑

i=1

E X2 I
(
(i − 1)γ < |X | ≤ iγ

)
i−γ+γ λ

+C
∞∑

i=1

P
(
iγ < |X | ≤ (i + 1)γ

)
iγ+γ λ

≤ C E |X |1+λ < ∞. (17)

Hence H < ∞ follows from (15)–(17) immediately. That is to say, (13) has been
proved.

123



618 X. Wang et al.

In the following, we will prove (14). Firstly, we prove that

kn∑

i=1

|ani | E
∣∣∣X

′′
ni

∣∣∣ → 0 as n → ∞.

Noting that

∣∣∣X
′′
ni

∣∣∣ = (
Xni − nγ

)
I
(
Xni > nγ

) − (
Xni + nγ

)
I
(
Xni < −nγ

)

≤ |Xni | I
(|Xni | > nγ

) ≤ |Xni | ,

it follows by Lemma 2.4 and conditions (9)–(10) again that

kn∑

i=1

|ani | E
∣∣∣X

′′
ni

∣∣∣ ≤
kn∑

i=1

|ani | E |Xni | I
(|Xni | > nγ

)

≤ C max
1≤i≤kn

|ani |1−q
kn∑

i=1

|ani |q E |X | I
(|X | > nγ

)

≤ Cn−1−β E |X | I
(|X | > nγ

) → 0 as n → ∞.

Hence, to prove (14), we only need to show that

G∗ .=
∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani X
′′
ni

∣∣∣∣∣ > ε

)
< ∞.

Putting 0 < δ < 1 such that 1 − δ = p − δ > q, we have by Markov’s inequality,
Lemma 2.4 and conditions (9)–(10) that

G∗ ≤ C
∞∑

n=1

nβ E

∣∣∣∣∣

kn∑

i=1

ani X
′′
ni

∣∣∣∣∣

1−δ

≤ C
∞∑

n=1

nβ

kn∑

i=1

|ani |1−δ E |Xni |1−δ I
(|Xni | > nγ

)

≤ C
∞∑

n=1

nβ max
1≤i≤kn

|ani |1−δ−q
kn∑

i=1

|ani |q E |X |1−δ I
(|X | > nγ

)

≤ C
∞∑

n=1

nβn−γ (1−δ−q)n−1−β+γ (1−q)E |X |1−δ I
(|X | > nγ

)

= C
∞∑

n=1

n−1+γ δ
∞∑

i=n

E |X |1−δ I
(
iγ < |X | ≤ (i + 1)γ

)
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≤ C
∞∑

i=1

E |X |1−δ I
(
iγ < |X | ≤ (i + 1)γ

)
iγ δ

≤ C E |X | < ∞.

It completes the proof of (14).

Case 2: 1 < p < 2.

In this case, note that E |X |p < ∞ and g(kn) = O(nγ λ) for some 0 ≤ λ < 2 − p.
Similar to the proof of Case 1, we have

H ≤ C E |X |p + C E |X |p+λ < ∞.

In the following, we will prove G < ∞. Taking δ > 0 such that p−δ > max{1, q},
we have by Markov’s inequality, Corollary 2.3 and condition (10) that

G ≤ C
∞∑

n=1

nβ E

∣∣∣∣∣

kn∑

i=1

ani

(
X

′′
ni − E X

′′
ni

)∣∣∣∣∣

p−δ

≤ C
∞∑

n=1

nβg(kn)

kn∑

i=1

|ani |p−δ E
∣∣∣X

′′
ni

∣∣∣
p−δ

(by Corollary 2.3)

≤ C
∞∑

n=1

nβ+γ λ max
1≤i≤kn

|ani |p−δ−q
kn∑

i=1

|ani |q E |X |p−δ I
(|X | > nγ

)

≤ C
∞∑

n=1

n−1+γ δ+γ λ
∞∑

i=n

E |X |p−δ I
(
iγ < |X | ≤ (i + 1)γ

)

≤ C
∞∑

i=1

E |X |p−δ I
(
iγ < |X | ≤ (i + 1)γ

)
iγ δ+γ λ

≤ C E |X |p+λ < ∞. (18)

Case 3: p ≥ 2.

In this case, we will show H < ∞ and G < ∞ by Theorem 3.2.
In order to prove H < ∞, taking δ > 0, we have by Markov’s inequality, Cr

inequality, Lemma 2.4, conditions (9)–(10) that for all ε > 0,

∞∑

n=1

nβ

kn∑

i=1

P
(∣∣∣ani

(
X

′
ni − E X

′
ni

)∣∣∣ > ε
)

≤ C
∞∑

n=1

nβ

kn∑

i=1

E
∣∣∣ani

(
X

′
ni − E X

′
ni

)∣∣∣
p+δ ≤ C

∞∑

n=1

nβ

kn∑

i=1

|ani |p+δ E
∣∣∣X

′
ni

∣∣∣
p+δ

≤ C
∞∑

n=1

nβ max
1≤i≤kn

|ani |p+δ−q
kn∑

i=1

|ani |q
[

E |X |p+δ I
(|X | ≤ nγ

) + nγ (p+δ) P
(|X | > nγ

)]
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≤ C
∞∑

n=1

n−1−γ δ
n∑

i=1

E |X |p+δ I
(
(i − 1)γ < |X | ≤ iγ

)

+C
∞∑

n=1

n−1+γ p
∞∑

i=n

P
(
iγ < |X | ≤ (i + 1)γ

)

≤ C
∞∑

i=1

E |X |p+δ I
(
(i − 1)γ < |X | ≤ iγ

)
i−γ δ + C

∞∑

i=1

P
(
iγ < |X | > (i + 1)γ

)
iγ p

≤ C E |X |p < ∞. (19)

Taking J ≥ 1 such that α J − β − γ λ > 1 and noting that |X ′
ni | ≤ |Xni |, we have by

(11), Lemma 2.4 and E |X |t < ∞ (since 0 < t ≤ 2 ≤ p) that

∞∑

n=1

nβg(kn)

( kn∑

i=1

E
∣∣∣ani

(
X

′
ni − E X

′
ni

)∣∣∣
t
)J

≤ C
∞∑

n=1

nβ+γ λ

[ kn∑

i=1

|ani |t
(

E
∣∣∣X

′
ni

∣∣∣
t +

(
E

∣∣∣X
′
ni

∣∣∣
)t

)]J

≤ C
∞∑

n=1

nβ+γ λ

[ kn∑

i=1

|ani |t
(
E |X |t + (E |X |)t)

]J

≤ C
∞∑

n=1

nβ+γ λ−α J < ∞. (20)

Therefore, H < ∞ follows by Theorem 3.2, (19) and (20) immediately.
In the following, we will prove G < ∞. Taking δ > 0 such that p−δ > max{1, q},

it follows by the proof of (19) and (18) that

∞∑

n=1

nβ

kn∑

i=1

P
(∣∣∣ani

(
X

′′
ni − E X

′′
ni

)∣∣∣ > ε
)

≤ C
∞∑

n=1

nβ

kn∑

i=1

E
∣∣∣ani

(
X

′′
ni − E X

′′
ni

)∣∣∣
p−δ

≤ C
∞∑

n=1

nβ

kn∑

i=1

|ani |p−δ E
∣∣∣X

′′
ni

∣∣∣
p−δ

≤ C E |X |p < ∞. (21)

Noting that |X ′′
ni | ≤ |Xni |, it follows by the proof of (20) that

∞∑

n=1

nβg(kn)

( kn∑

i=1

E
∣∣∣ani

(
X

′′
ni − E X

′′
ni

)∣∣∣
t
)J

≤ C
∞∑

n=1

nβ+γ λ

[ kn∑

i=1

|ani |t
(
E |X |t + (E |X |)t)

]J

≤ C
∞∑

n=1

nβ+γ λ−α J < ∞, (22)
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provided that J ≥ 1 such that α J −β −γ λ > 1. Hence, G < ∞ follows by Theorem
3.2, (21) and (22) immediately. This completes the proof of the theorem. �	

Remark 3.2 Similar to the proof of Theorem 2 (i) in Sung (2007), we can see that
the result of Theorem 3.3 holds for arbitrary arrays of row-wise random variables
{Xni , 1 ≤ i ≤ kn, n ≥ 1} when 0 < p < 1 (in this case, the condition mean zero is
not needed and E |X |p+γ < ∞ can be weakened to be E |X |p < ∞).

Combining Theorem 3.3 and Remark 3.2, we can get the following complete con-
vergence for arrays of row-wise WOD random variables.

Corollary 3.1 Suppose that β ≥ −1. Let {Xni , 1 ≤ i ≤ kn, n ≥ 1} be an array
of row-wise WOD random variables which is stochastically dominated by a random
variable X and {ani , 1 ≤ i ≤ kn, n ≥ 1} be an array of constants such that (9) holds
and

kn∑

i=1

|ani |θ = O(nμ) for some 0 < θ < 2 and some μ such that θ + μ

γ
< 2.

(23)
Assume further that there exists some 0 ≤ λ < 1 such that g(kn) = O(nγ λ), and

0 ≤ λ < 2−
(
θ + 1+μ+β

γ

)
if 1 < θ + 1+μ+β

γ
< 2, 0 ≤ λ < − 1+μ+β

γ
if 1+μ+β < 0

and 1 < θ < 2.

(i) If 1 + μ + β < 0 and E |X |θ < ∞, then (12) holds.
(ii) If 1 + μ + β > 0 and

E |X |s < ∞, wheres = θ + 1 + μ + β

γ
+ λ,

and assume further that E Xni = 0 when θ + 1+μ+β
γ

≥ 1, then (12) hold.

Proof (i) If 1 + μ + β < 0, we consider the following two cases.

Case 1: 0 < θ ≤ 1.

The result can be easily proved by

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani Xni

∣∣∣∣∣ > ε

)
≤ C

∞∑

n=1

nβ E

∣∣∣∣∣

kn∑

i=1

ani Xni

∣∣∣∣∣

θ

≤ C
∞∑

n=1

nβ

kn∑

i=1

E |ani Xni |θ

≤ C
∞∑

n=1

nμ+β E |X |θ < ∞.
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Case 2: 1 < θ < 2.

Noting that 0 ≤ λ < − 1+μ+β
γ

if 1 + μ + β < 0, we have by Markov’s inequality,

Corollary 2.3, (23) and E |X |θ < ∞ that

∞∑

n=1

nβ P

(∣∣∣∣∣

kn∑

i=1

ani Xni

∣∣∣∣∣ > ε

)
≤ C

∞∑

n=1

nβ E

∣∣∣∣∣

kn∑

i=1

ani Xni

∣∣∣∣∣

θ

≤ C
∞∑

n=1

nβg(kn)

kn∑

i=1

E |ani Xni |θ

≤ C
∞∑

n=1

nμ+β+γ λE |X |θ < ∞.

(ii) If 1 + μ + β > 0, we will apply Theorem 3.3 with p = θ + 1+μ+β
γ

and q = θ .
By (9) and (23), we can see that (10) holds and

kn∑

i=1

a2
ni ≤ max

1≤i≤kn
|ani |2−θ

kn∑

i=1

|ani |θ = O
(

n−(γ (2−θ)−μ)
)

.= O(n−α),

where α = γ (2 − θ) − μ > 0. That is to say (11) holds for t = 2. Thus, (12) follows
by Theorem 3.3 immediately. The proof is complete. �	

By using Corollary 3.1, we can get the following result for WOD random variables.

Corollary 3.2 Let p ≥ 1, 0 < α < 2 and pα > 1. Let {Xni , 1 ≤ i ≤ n, n ≥ 1} be
an array of row-wise WOD random variables with mean zero, which is stochastically
dominated by a random variable X. Assume further that there exists some 0 ≤ λ < 1
such that g(n) = O(nλ/α), and 0 ≤ λ < 2 − pα if 1 < pα < 2. Then E |X |pα+λ

implies that

∞∑

n=1

n p−2 P

(∣∣∣∣∣

n∑

i=1

Xni

∣∣∣∣∣ > εn1/α

)
< ∞ for all ε > 0. (24)

Proof Let ani = 0 if i > n and ani = n−1/α if 1 ≤ i ≤ n. Hence, conditions (9) and
(23) hold for θ = 1, γ = 1/α and μ = 1 − 1/α such that θ + μ

γ
= α < 2, where

kn = n, β
.= p − 2 ≥ −1. It can be found that

1 + μ + β = p − 1/α > 0, s
.= θ + 1 + μ + β

γ
+ λ = pα + λ.

Hence, the desired result (24) follows by Corollary 3.1 (i i) immediately. The proof is
complete. �	
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4 Complete consistency for the estimator of nonparametric regression model
based on WOD errors

In this section, we will give some applications of complete convergence obtained
in Sect. 3 in nonparametric regression models based on WOD errors. The complete
consistency for the estimator of nonparametric regression model will be investigated
in this section.

Consider the following nonparametric regression model:

Yni = f (xni ) + εni , i = 1, 2, . . . , n, (25)

where xni are known fixed design points from A, f (·) is an unknown regression
function defined on A and εni are random errors. Here and below, A ⊂ Rd is a given
compact set for some positive integer d ≥ 1. As an estimator of f (·), we will consider
the following weighted regression estimator:

fn(x) =
n∑

i=1

Wni (x)Yni , x ∈ A ⊂ Rd , (26)

where Wni (x) = Wni (x; xn1, xn2, . . . , xnn), i = 1, 2, . . . , n are the weight functions.
This class of estimator (26) was first introduced by Stone (1977) and next adapted

by Georgiev (1983) to the fixed design case. Up to now, the estimator (26) has been
studied by many authors, especially the strong consistency, mean consistency, com-
plete consistency and the asymptotic normality for independent errors or dependent
errors. For more details about the consistency or asymptotic normality, one can refer to
Roussas (1989), Fan (1990), Roussas et al. (1992), Tran et al. (1996), Hu et al. (2002),
Liang and Jing (2005), Yang et al. (2012), and so forth. The main purpose of this
section is to further investigate the complete consistency of the estimator fn(x) under
WOD errors by using the complete convergence obtained in Sect. 3. The proofs for
the main results here are different from other literatures that studied the consistency
of the estimator fn(x) of nonparametric regression model.

4.1 Theoretical results

In this subsection, let c( f ) denote all continuity points of the function f on A. The
symbol ‖x‖ denotes the Euclidean norm. For any point x ∈ A, we will consider the
following assumptions on weight functions Wni (x):

(H1)
∑n

i=1 Wni (x) → 1 as n → ∞;
(H2)

∑n
i=1 |Wni (x)| ≤ C < ∞ for all n;

(H3)
∑n

i=1 |Wni (x)| · | f (xni ) − f (x)| I (‖xni − x‖ > a) → 0 as n → ∞ for all
a > 0.

Based on the assumptions above, we will further study the complete consistency
of the nonparametric regression estimator fn(x) by using Corollary 3.1 obtained in
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Sect. 3. Our main results on complete consistency of the nonparametric regression
estimator fn(x) are as follows.

Theorem 4.1 Let {εni , 1 ≤ i ≤ n, n ≥ 1} be an array of row-wise WOD random
variables with mean zero, which is stochastically dominated by a random variable X.
Suppose that the conditions (H1)–(H3) hold true, and

max
1≤i≤n

|Wni (x)| = O
(
n−γ

)
for some 0 < γ ≤ 1.

Assume further that there exists some 0 ≤ λ < 1 such that g(n) = O(nγ λ). If

E |X | 2
γ

+λ
< ∞, then for any x ∈ c( f ),

fn(x) → f (x) completely, as n → ∞. (27)

Proof For x ∈ c( f ) and a > 0, it follows by (25) and (26) that

|E fn(x) − f (x)| ≤
n∑

i=1

|Wni (x)| · | f (xni ) − f (x)| I (‖xni − x‖ ≤ a)

+
n∑

i=1

|Wni (x)| · | f (xni ) − f (x)| I (‖xni − x‖ > a)

+ | f (x)| ·
∣∣∣∣∣

n∑

i=1

Wni (x) − 1

∣∣∣∣∣ . (28)

Since x ∈ c( f ), it follows that for any ε > 0, there exists a δ > 0 such that | f (x∗) −
f (x)| < ε when ‖x∗ − x‖ < δ. Taking a ∈ (0, δ) in (28), we have

|E fn(x) − f (x)| ≤ ε

n∑

i=1

|Wni (x)| + | f (x)| ·
∣∣∣∣∣

n∑

i=1

Wni (x) − 1

∣∣∣∣∣

+
n∑

i=1

|Wni (x)| · | f (xni ) − f (x)| I (‖xni − x‖ > a). (29)

It follows by (29) and conditions (H1)–(H3) that for any x ∈ c( f ),

lim
n→∞ E fn(x) = f (x).

Hence, to prove (27), it suffices to show that

fn(x) − E fn(x) =
n∑

i=1

Wni (x)εni → 0 completely, as n → ∞,
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that is to say,

∞∑

n=1

P

(∣∣∣∣∣

n∑

i=1

Wni (x)εni

∣∣∣∣∣ > ε

)
< ∞ for all ε > 0. (30)

Note that for any point x ∈ c( f ),

∞∑

n=1

P

(∣∣∣∣∣

n∑

i=1

Wni (x)εni

∣∣∣∣∣ > ε

)
≤

∞∑

n=1

P

(∣∣∣∣∣

n∑

i=1

W +
ni (x)εni

∣∣∣∣∣ >
ε

2

)

+
∞∑

n=1

P

(∣∣∣∣∣

n∑

i=1

W −
ni (x)εni

∣∣∣∣∣ >
ε

2

)
.

So, without loss of generality, we assume that Wni (x) > 0. Applying Corollary 3.1
with μ = 0, θ = 1 and β = 1 − γ ≥ 0, we have 1 + μ + β = 2 − γ > 0 and
s = θ + 1+μ+β

γ
+ λ = 2

γ
+ λ. Denote ani = Wni (x) in Corollary 3.1. It can be found

that the conditions (9) and (23) in Corollary 3.1 are satisfied. Hence, it follows by
Corollary 3.1 (i i) that

∞∑

n=1

nβ P

(∣∣∣∣∣

n∑

i=1

Wni (x)εni

∣∣∣∣∣ > ε

)
< ∞ for all ε > 0,

which implies (30). The proof is complete. �	
Theorem 4.2 Let {εni , 1 ≤ i ≤ n, n ≥ 1} be an array of row-wise WOD random
variables with mean zero, which is stochastically dominated by a random variable X.
Suppose that the conditions (H1)–(H3) hold true, and

max
1≤i≤n

|Wni (x)| = O
(
n−γ

)
for some γ > 0.

Assume further that there exists some 0 ≤ λ < 1 such that g(n) = O(nγ λ), and
0 ≤ λ < 1 − 1

γ
if γ > 1. If E |X |1+1/γ+λ < ∞, then (27) holds.

Proof The proof is similar to that of Theorem 4.1. Under the conditions of Theorem
4.2, we only need to prove (30). We will apply Corollary 3.1 with μ = 0, θ = 1 and
β = 0. Hence, 1 + μ + β = 1 > 0 and s = θ + 1+μ+β

γ
+ λ = 1 + 1

γ
+ λ. Denote

ani = Wni (x) in Corollary 3.1. It can be found that the conditions (9) and (23) in
Corollary 3.1 are satisfied. Hence, the desired result (30) follows by Corollary 3.1 (i i)
immediately. The proof is complete. �	
Theorem 4.3 Let p > 1 and {εni , 1 ≤ i ≤ n, n ≥ 1} be an array of row-wise WOD
random variables with mean zero, which is stochastically dominated by a random
variable X. Suppose that the conditions (H1)–(H3) hold true, and

max
1≤i≤n

|Wni (x)| = O
(
n−γ

)
for some γ ≥ 1

p − 1
.
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Assume further that there exists some 0 ≤ λ < 1 such that g(n) = O(nγ λ), and
0 ≤ λ < 2 − p if 1 < p < 2. If E |X |p+λ < ∞, then (27) holds.

Proof The proof is similar to that of Theorem 4.1. Under the conditions of Theorem
4.3, we still only need to prove (30). We will apply Corollary 3.1 with μ = 0, θ = 1 and
β = γ (p −1)−1 ≥ 0. Hence, 1+μ+β = γ (p −1) > 0 and s = θ + 1+μ+β

γ
+λ =

p + λ. Denote ani = Wni (x) in Corollary 3.1. It can be found that the conditions
(9) and (23) in Corollary 3.1 are satisfied. Hence, the desired result (30) follows by
Corollary 3.1 (i i) immediately. The proof is complete. �	
Remark 4.1 If g(n) = gU (n) = gL(n) = M , where M is a positive constant, then
g(n) = O(nγ λ) holds for λ = 0. By using Theorems 4.1–4.3, we can get the similar
results on complete consistency of the nonparametric regression estimator fn(x) under
END errors, which contains NOD, NSD, NA and independent random variables as
special cases.

Remark 4.2 In Yang et al. (2012), they studied the mean convergence and almost
sure convergence of the nonparametric regression estimator fn(x) under NOD errors.
In this paper, we further investigate the complete convergence of the nonparametric
regression estimator fn(x) under WOD errors, which contains NOD as a special case.
Hence, our main results on complete consistency of the nonparametric regression
estimator fn(x) also hold under NOD errors.

Remark 4.3 Theorem 4.2 under NA errors is considered by Liang and Jing (2005),
so the result of Theorem 4.2 generalizes the corresponding one of Liang and Jing
(2005) under NA errors to the case of WOD errors. We point out that the method used
to prove Theorem 4.2 is different from that of Liang and Jing (2005). In addition,
Theorems 4.1 and 4.3, which provide some different conditions from Theorem 4.2,
are not considered by Liang and Jing (2005). Since WOD contains NA as a special
case, Theorems 4.1 and 4.3 also hold under NA errors.

Remark 4.4 Roussas (1989) discussed strong consistency and quadratic mean consis-
tency of fn(x), and Roussas et al. (1992) established asymptotic normality of fn(x)

assuming that the errors form a strictly stationary stochastic process and satisfying
the strong mixing condition, while this paper is devoted to establish the complete
consistency of the nonparametric regression estimator fn(x) under WOD errors.

4.2 The choice of the fixed design points and the weight functions

In this subsection we show that the designed assumptions (H1)–(H3) are satisfied for
nearest neighbor weights. For simplicity, we assume that A = [0, 1], taking xni = i

n ,
i = 1, 2, . . . , n. For any x ∈ A, we rewrite |xn1 − x | , |xn2 − x | , . . . , |xnn − x | as
follows:

∣∣∣x (n)
R1(x) − x

∣∣∣ ≤
∣∣∣x (n)

R2(x) − x
∣∣∣ ≤ · · · ≤

∣∣∣x (n)
Rn(x) − x

∣∣∣ ,

if |xni − x | = ∣∣xnj − x
∣∣, then |xni − x | is permuted before

∣∣xnj − x
∣∣ when xni < xnj .
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Let 1 ≤ kn ≤ n, the nearest neighbor weight function estimator of f (x) in model
(25) is defined as follows:

f̃n(x) =
n∑

i=1

W̃ni (x)Yni ,

where

W̃ni (x) =
{

1/kn, if |xni − x | ≤
∣∣∣x (n)

Rkn (x) − x
∣∣∣ ,

0, otherwise.

Assume further that f is continuous on the compact set A. It is easily checked that for
any x ∈ [0, 1], if follows by the definitions of Ri (x) and W̃ni (x) that

n∑

i=1

W̃ni (x) =
n∑

i=1

W̃n Ri (x)(x) =
kn∑

i=1

1

kn
= 1,

max
1≤i≤n

W̃ni (x) = 1

kn
, W̃ni (x) ≥ 0,

and

n∑

i=1

∣∣∣W̃ni (x)

∣∣∣ · | f (xni ) − f (x)| I (|xni − x | > a)

≤ C
n∑

i=1

(xni − x)2
∣∣∣W̃ni (x)

∣∣∣
a2

= C
kn∑

i=1

(
x (n)

Ri (x) − x
)2

kna2 ≤ C
kn∑

i=1

( i
n

)2

kna2

≤ C

(
kn

na

)2

, ∀a > 0.

If we take kn = �ns� for some 0 < s < 1, then the conditions (H1)–(H3) are satisfied.

Acknowledgments The authors are most grateful to the Editor-in-Chief Alfonso Gordaliza, Associated
Editor, and two anonymous referees for careful reading of the manuscript and valuable suggestions which
helped in improving an earlier version of this paper.

References

Asadian N, Fakoor V, Bozorgnia A (2006) Rosenthal’s type inequalities for negatively orthant dependent
random variables. JIRSS 5:69–75

Baek JI, Choi IB, Niu SL (2008) On the complete convergence of weighted sums for arrays of negatively
associated variables. J Korean Stat Soc 37:73–80

123



628 X. Wang et al.

Chen P, Hu TC, Liu X, Volodin A (2008) On complete convergence for arrays of rowwise negatively
associated random variables. Theory Probab Appl 52:323–328

Chen Y, Chen A, Ng KW (2010) The strong law of large numbers for extend negatively dependent random
variables. J Appl Probab 47:908–922

Chen Y, Yuen KC, Ng KW (2011) Precise large deviations of random sums in presence of negative depen-
dence and consistent variation. Methodol Comput Appl Probab 13:821–833

Chen Y, Wang L, Wang YB (2013) Uniform asymptotics for the finite-time ruin probabilities of two kinds
of nonstandard bidimensional risk models. J Math Anal Appl 401:114–129

Christofides TC, Vaggelatou E (2004) A connection between supermodular ordering and positive/negative
association. J Multivar Anal 88:138–151

Ebrahimi N, Ghosh M (1981) Multivariate negative dependence. Commun Stat Theory Methods 10:307–337
Fakoor V, Azarnoosh HA (2005) Probability inequalities for sums of negatively dependent random variables.

Pak J Stat 21:257–264
Fan Y (1990) Consistent nonparametric multiple regression for dependent heterogeneous processes: the

fixed design case. J Multivar Analsis 33:72–88
Georgiev AA (1983) Local properties of function fitting estimates with applications to system identification.

In: Grossmann W, Pflug G, Vincze I, Wertz W (eds) Mathematical statistics and applications. Proceed-
ings 4th Pannonian Sump. Math. Statist., 4–10, September, 1983, Bad Tatzmannsdorf, Austria, Reidel,
Dordrecht, 1985, pp 141–151

He W, Cheng DY, Wang YB (2013) Asymptotic lower bounds of precise large deviations with nonnegative
and dependent random variables. Stat Probab Lett 83:331–338

Hu SH, Zhu CH, Chen YB, Wang LC (2002) Fixed-design regression for linear time series. Acta Mathe-
matica Scientia B 22:9–18

Hu TZ (2000) Negatively superadditive dependence of random variables with applications. Chin J Appl
Probab Stat 16:133–144

Joag-Dev K, Proschan F (1983) Negative association of random variables with applications. Ann Stat
11:286–295

Kruglov VM, Volodin A, Hu TC (2006) On complete convergence for arrays. Stat Probab Lett 76:1631–1640
Liang HY (2000) Complete convergence for weighted sums of negatively associated random variables. Stat

Probab Lett 48:317–325
Liang HY, Jing BY (2005) Asymptotic properties for estimates of nonparametric regression models based

on negatively associated sequences. J Multivar Anal 95:227–245
Liu L (2009) Precise large deviations for dependent random variables with heavy tails. Stat Probab Lett

79:1290–1298
Liu L (2010) Necessary and sufficient conditions for moderate deviations of dependent random variables

with heavy tails. Sci China Ser A Math 53:1421–1434
Liu XJ, Gao QW, Wang YB (2012) A note on a dependent risk model with constant interest rate. Stat Probab

Lett 82:707–712
Petrov VV (1995) Limit theorems of probability theory: sequences of independent random variables. Claren-

don Press, Oxford
Qiu DH, Chang KC, Giuliano AR, Volodin A (2011) On the strong rates of convergence for arrays of

rowwise negatively dependent random variables. Stoch Anal Appl 29:375–385
Roussas GG (1989) Consistent regression estimation with fixed design points under dependence conditions.

Stat Probab Lett 8:41–50
Roussas GG, Tran LT, Ioannides DA (1992) Fixed design regression for time series: asymptotic normality.

J Multivar Anal 40:262–291
Shen AT (2011) Probability inequalities for END sequence and their applications. J Inequal Appl 12, Article

ID 98
Shen AT (2013) On asymptotic approximation of inverse moments for a class of nonnegative random

variables. Statistics, Article ID 801480. doi:10.1080/02331888.2013.801480
Shen AT (2013b) Bernstein-type inequality for widely dependent sequence and its application to nonpara-

metric regression models. Abstract Appl Anal 9, Article ID 862602
Shen AT, Wu RC (2013) Strong and weak convergence for asymptotically almost negatively associated

random variables. Discret Dyn Nat Soc 7, Article ID 235012
Stone CJ (1977) Consistent nonparametric regression. Ann Stat 5:595–620
Sung SH (2007) Complete convergence for weighted sums of random variables. Stat Probab Lett 77:303–

311

123

http://dx.doi.org/10.1080/02331888.2013.801480


Complete convergence for WOD random variables and its applications 629

Sung SH (2011) On the exponential inequalities for negatively dependent random variables. J Math Anal
Appl 381:538–545

Sung SH (2012) A note on the complete convergence for weighted sums of negatively dependent random
variables. J Inequal Appl 10. Article ID 158

Tran LT, Roussas GG, Yakowitz S, Van Truong B (1996) Fixed design regression for linear time series.
Ann Stat 24:975–991

Wang K, Wang Y, Gao Q (2013) Uniform asymptotics for the finite-time ruin probability of a new dependent
risk model with a constant interest rate. Methodol Comput Appl Probab 15:109–124

Wang SJ, Wang WS (2012) Extended precise large deviations of random sums in the presence of END
structure and consistent variation. J Appl Math 2012:12. Article ID 436531

Wang XJ, Hu SH, Yang WZ, Ling NX (2010) Exponential inequalities and inverse moment for NOD
sequence. Stat Probab Lett 80:452–461

Wang XJ, Hu SH, Shen AT, Yang WZ (2011a) An exponential inequality for a NOD sequence and a strong
law of large numbers. Appl Math Lett 24:219–223

Wang XJ, Hu SH, Volodin A (2011b) Strong limit theorems for weighted sums of NOD sequence and
exponential inequalities. Bull Korean Math Soc 48:923–938

Wang Y, Cheng D (2011) Basic renewal theorems for a random walk with widely dependent increments
and their applications. J Math Anal Appl 384:597–606

Wang Y, Cui Z, Wang K, Ma X (2012) Uniform asymptotics of the finite-time ruin probability for all times.
J Math Anal Appl 390:208–223

Wu QY (2006) Probability limit theory for mixing sequences. Science Press of China, Beijing
Wu QY (2010) A strong limit theorem for weighted sums of sequences of negatively dependent random

variables. J Inequal Appl 2010:8. Article ID 383805
Wu QY (2012) A complete convergence theorem for weighted sums of arrays of rowwise negatively

dependent random variables. J Inequal Appl 2012:10. Article ID 50
Wu QY, Jiang YY (2011) The strong consistency of M estimator in a linear model for negatively dependent

random samples. Commun Stat Theory Methods 40:467–491
Yang WZ, Wang XJ, Wang XH, Hu SH (2012) The consistency for estimator of nonparametric regression

model based on NOD errors. J Inequal Appl 2012:13. Article ID 140

123


	On complete convergence for widely orthant-dependent random variables and its applications in nonparametric regression models
	Abstract
	1 Introduction
	2 Inequalities for WOD random variables
	3 Complete convergence for arrays of row-wise WOD random variables
	4 Complete consistency for the estimator of nonparametric regression model based on WOD errors
	4.1 Theoretical results
	4.2 The choice of the fixed design points and the weight functions

	Acknowledgments
	References


