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1 INTRODUCTION

The concept of complete convergence of a sequence of random variables was introduced by Hsu and Robbins
[8] as follows: A sequence of random variables {Un, n ∈ N} (where N is the set of positive integers) is said
to converge completely to a constant C if

∑∞
n=1P(|Un − C| > ε) < ∞ for all ε > 0. In view of the Borel–

Cantelli lemma, this implies that Un → C almost surely (a.s.). The converse is true if the random variables
{Un, n ∈ N} are independent.

The way of measuring the rate of convergence considered in our paper originates from the results of [4, 7]
and [12].

Theorem A. (See [4, 7].) If {Xi, i � 1} is a sequence of independent identically distributed random variables
and θ � 1, then the following two statements are equivalent:

(a) E|X1|θ <∞ and E(X1) = 0,
(b)

∑∞
n=1 n

θ−2P(|∑n
i=1Xi| > εn) <∞ for all ε > 0.
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This result was extended to Banach space setting by Norvaiša [12] as follows.

Theorem B. (See [12].) If {Xi, i � 1} is a sequence of independent identically distributed random elements
taking values in a real separable Banach space (B, ‖·‖), number θ � 1, E‖X1‖θ <∞, and E(X1) = 0. The
following two statements are equivalent:

(a)
∑∞

n=1 n
θ−2P(‖∑n

i=1Xi‖ > εn) <∞ for all ε > 0,
(b) limn→∞E‖∑n

i=1Xi‖/n = 0.

Also, a characterization of statement (b) in terms of probabilistic geometry of the Banach space B is
provided by Norvaiša [12]. Many other authors have devoted their study to complete convergence (see [2, 3,
5, 9, 10, 13, 14, 15]).

In the following, we assume that {Xnj , j ∈ N, n ∈ N} is an array of random elements in a separable real
Banach space (B, ‖·‖) and {anj , j ∈ N, n ∈ N} is an array of real constants. Denote

Sn ≡
∞∑
j=1

anjXnj .

In the following, we assume that the series Sn converges almost surely if the almost sure convergence does not
automatically follow from the hypotheses.

Hu et al. [9] obtained the following result.

Theorem C. (See [9].) Let {Xnj , j ∈ N, n ∈ N} be an array of rowwise independent random elements
stochastically dominated by a random variable X (the technical definitions are given in the next section).
Assume that

sup
j�1

|anj | = O
(
n−γ

)
for some γ > 0 (1.1)

and
∞∑
j=1

|anj | = O
(
nα

)
for some α < γ.

If

E|X|1+(1+α+β)/γ <∞ for some β ∈ (−1, γ − α− 1]

and

Sn
P−→ 0,

then
∞∑
n=1

nβP
(‖Sn‖ > ε

)
<∞ for all ε > 0.

The proof of Theorem C in [9] is rather complicated since it uses the Stieltjes integral techniques, summa-
tion by parts lemma, and so on. When α + β > −1, Ahmed et al. [2] established a more general result and
with simpler proof than that of Hu et al. [9]. Volodin et al. [15] generalized the result of Ahmed et al. [2];
meanwhile, they studied the special case α+ β = −1 and obtained the following Theorem D. Sung et al. [14]
and Chen et al. [5] studied the case of β = −1 and α > 0, and Chen et al. [13] improved the result of Sung et
al. [14]. Qiu [13] improved and generalized the corresponding results of Volodin et al. [15] and Chen et al. [5]
in the case of α+ β > −1.

However, they did not study the relatively important special case α+ β = −1 (except Volodin et al. [15]).
Baek et al. [3] established some results for arrays of rowwise negatively dependent random variables that
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complement the results of Ahmed et al. [2] in the case of real random variables (and not for random elements
in Banach spaces). The results of Baek et al. [3] are in the same spirit as those established by Volodin et al. [15]
for weighted sums of arrays of Banach-space-valued random elements.

Theorem D. (See [15].) Let {Xnj , j ∈ N, n ∈ N} be an array of rowwise independent random elements
stochastically dominated by a random variable X . Assume that (1.1) holds and

∞∑
j=1

|anj |θ = O
(
nα

)
for some 0 < θ � 2 and any α such that θ +

α

γ
< 2.

Let β = −1− α and fix δ > θ such that θ + α/γ < δ � 2. If

E|X|δ <∞ and Sn
P−→ 0,

then
∞∑
n=1

nβP
(‖Sn‖ > ε

)
<∞ for all ε > 0.

We assume in Theorem D that the series Sn converges a.s. when θ > 1, since the a.s. convergence does not
automatically follow from the hypotheses. In this paper, we assume without explicit mention that each series
Sn converges a.s. if the almost sure convergence does not automatically follow from the hypotheses. Note also
that if β < −1, then the conclusions of Theorems C and D, as well as the results of the present article, hold
automatically, and hence, they are of interest only for β � −1. If β � −1, then β = −1−α implies that α � 0.

In this paper, we improve Theorem D in three directions, namely:

(i) The moment condition in our results is strictly weaker than in Theorem D.
(ii) When 0 < θ < 1, the assumptions of rowwise independence of {Xnj , j ∈ N, n ∈ N} and Sn

P→ 0 in
Theorem D are removed.

(iii) In Theorem 2, we deal with the case θ > 2.

2 PRELIMINARIES

Let {Ω,F,P} be a probability space, and let B be a separable real Banach space with norm ‖·‖. A random
element is defined to be an F-measurable mapping of Ω into B equipped with the Borel σ-algebra (that is, the
σ-algebra generated by the open sets determined by ‖·‖). The expected value of aB-valued random elementX
is defined to be the Bochner integral and denoted by EX .

Let {Xnj , j ∈ N, n ∈ N} be an array of random elements (not necessarily rowwise independent and
identically distributed) taking values in B. The array of random elements {Xnj , j ∈ N, n ∈ N} is said to be
stochastically dominated by a random variable X if there exists a constant D such that

sup
j∈N, n∈N

P
(‖Xnj‖ > x

)
� DP

(|X| > x
)

for all x > 0.

In this case, we write {Xnj , j ∈ N, n ∈ N} ≺ X . Let {anj , j ∈ N, n ∈ N} be an array of real constants
(called weights). Consider the sequence of weighted sums Sn ≡

∑∞
j=1 anjXnj , n ∈ N.

Let 1 � p � 2, and let {θn, n ∈ N} be independent and identically distributed stable random vari-
ables, each with characteristic function φ(t) = exp(−|t|p), −∞ < t < ∞. The separable real Banach
space B is said to be of stable type p if

∑∞
n=1 θnvn converges almost surely whenever {vn, n ∈ N} ⊆ B

with
∑∞

n=1 ‖vn‖p < ∞. Equivalent characterizations of a Banach space being of stable type p, properties
of stable type p Banach spaces, and various relationships between the conditions “Rademacher type p” and
“stable type p” can be found in Adler et al. [1].

Next, we present some lemmas that will be used to prove our main results.
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Lemma 1. (See [6].) For every p � 2, there exists a positive constant Cp depending only on p such that, for
any sequence {Xn, n ∈ N} of independent B-valued random elements with Xn ∈ Lp, n ∈ N, the following
inequality holds:

E

∣∣∣∣∣
∥∥∥∥∥

n∑
j=1

Xj

∥∥∥∥∥−E

∥∥∥∥∥
n∑

j=1

Xj

∥∥∥∥∥
∣∣∣∣∣
p

� Cp

{(
n∑

j=1

E‖Xj‖2
)p/2

+

n∑
j=1

E‖Xj‖p
}
.

The next lemma is well known, and its proof is left as an easy exercise for the interested reader.

Lemma 2. Let {Xnj , j ∈ N, n ∈ N} be an array of random variables with {Xnj , j ∈ N, n ∈ N} ≺ X . Then
there exists a constant C such that, for all q > 0 and x > 0,

(i) E‖Xnj‖qI(‖Xnj‖ � x) � C{E|X|qI(|X| � x) + xqP(|X| > x)},
(ii) E‖Xnj‖qI(‖Xnj‖ > x) � CE|X|qI(|X| > x).

Lemma 3. (See [11, Lemma 6.5].) Let {Xn, n ∈ N} be a sequence of symmetric B-valued random elements.
Let {ξn, n ∈ N} and {ζn, n � 1} be real random variables such that ξn = φn(Xn), where φn : B → R are
symmetric (even), and similarly for ζn. If |ξn| � |ζn| a.s. for every n, then

P

(∥∥∥∥∑
n

ξnXn

∥∥∥∥ > x

)
� 2P

(∥∥∥∥∑
n

ζnXn

∥∥∥∥ > x

)
for all x > 0.

In particular, this inequality applies to the case where ξn = I(Xn ∈ An) � 1 ≡ ζn with the sets An

symmetric in B (for example, An = {‖Xn‖ � an}).
Lemma 4. (See [10].) Let {Xnj , 1 � j � kn, n ∈ N} be an array of rowwise independent symmetric ran-
dom elements. Suppose that there exists δ > 0 such that ‖Xnj‖ � δ a.s. for all 1 � j � kn, n ∈ N. If∑kn

j=1Xnj
P→ 0, then E‖∑kn

j=1Xnj‖ → 0 as n→∞.

Lemma 5. (See [1].) Let {Xnj , j ∈ N, n ∈ N} be an array of rowwise independent mean-zero random
elements in a stable type p (1 < p < 2) Banach space B. Suppose that {Xnj , j ∈ N, n ∈ N} ≺ X . Moreover,
assume that

sup
n�1

∞∑
j=1

|anj |p <∞ and sup
j�1

|anj | = o(1).

If limt→∞ tpP(|X| > t) = 0, then Sn
P→ 0.

Throughout this paper, C always stands for a positive constant which may differ from one place to another,
the symbol [x] denotes the greatest integer less than or equal to x, and the symbol 
A denotes the number of
elements of a finite set A.

3 MAIN RESULTS AND PROOFS

With the preliminary results accounted for, we can formulate and prove the main results of this paper.

Theorem 1. Let {Xnj , j ∈ N, n ∈ N} be an array of random elements with {Xnj , j ∈ N, n ∈ N} ≺ X .
Assume that (1.1) holds and

∞∑
j=1

|anj |θ = O
(
nα

)
for some 0 < θ < 1 and some α. (3.1)
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Let β = −1− α. If

E
(|X|θ log(1 + |X|)) <∞,

then
∞∑
n=1

nβP
(‖Sn‖ > ε

)
<∞ for all ε > 0. (3.2)

Proof. From (1.1) and (3.1), without loss of generality, we can assume that

sup
j�1

|anj | = n−γ , (3.3)

∞∑
j=1

|anj |θ = nα. (3.4)

Let Ynj = anjXnjI(‖anjXnj‖ � 1), j ∈ N, n ∈ N. Then

∞∑
n=1

nβP
(‖Sn‖ > ε

)
�

∞∑
n=1

nβ
∞∑
k=1

P
(‖ankXnk‖ > 1

)
+

∞∑
n=1

nβP

(∥∥∥∥∥
∞∑
k=1

Ynk

∥∥∥∥∥ > ε

)
:= I1 + I2.

Therefore, in order to prove (3.2), it suffices to show that I1 <∞ and I2 <∞. Since α+ β = −1 and θ > 0,
by Lemma 2, (3.3), and (3.4) we have

I1 �
∞∑
n=1

nβ
∞∑
k=1

E‖ankXnk‖θI
(‖ankXnk‖ > 1

)
� C

∞∑
n=1

nβ
∞∑
k=1

E|ankX|θI
(|X| > |ank|−1)

� C

∞∑
n=1

n−1E|X|θI(|X| > nγ
)
= C

∞∑
n=1

n−1
∞∑
j=n

E|X|θI(jγ < |X| � (j + 1)γ
)

= C

∞∑
j=1

E|X|θI(jγ < |X| � (j + 1)γ
) j∑
n=1

n−1 � C

∞∑
j=1

log jE|X|θI(jγ < |X| � (j + 1)γ
)

� CE
(|X|θ log(1 + |X|)) <∞. (3.5)

Let Ink = {i: (nk)γ � |ani|−1 < (n(k+1))γ}, k ∈ N, n ∈ N. Then
⋃∞

k=1 Ink = N for all n ∈ N. Choose
t such that θ < t < 1. By the Markov inequality, Lemma 2, and (3.5) we have

I2 � C

∞∑
n=1

nβ
∞∑
k=1

E‖Ynk‖t � C

∞∑
n=1

nβ
∞∑
k=1

{
E|ankX|tI

(|X| � |ank|−1)+P
(|X| > |ank|−1)}

� C + C

∞∑
n=1

nβ
∞∑
k=1

(
Ink)(nk)
−γtE|X|tI(|X| < (

n(k + 1)
)γ)

� C + C

∞∑
n=1

nβ
∞∑
k=1

(
Ink)(nk)
−γt

n(k+1)∑
i=1

E|X|tI((i− 1)γ � |X| < iγ
)
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� C + C

∞∑
n=1

nβ
∞∑
k=1

(
Ink)(nk)
−γt

2n∑
i=1

E|X|tI((i− 1)γ � |X| < iγ
)

+ C

∞∑
n=1

nβ
∞∑
k=2

(
Ink)(nk)
−γt

n(k+1)∑
i=2n+1

E|X|tI((i− 1)γ � |X| < iγ
)

:= C + I3 + I4. (3.6)

Since t > θ and γ > 0, we have kγ(t−θ) > jγ(t−θ) for all k > j, where j, k ∈ N. By (3.4) we have

nα =

∞∑
i=1

|ani|θ =
∞∑
k=1

∑
i∈Ink

|ani|θ �
∞∑
k=1

(
Ink)
(
n(k + 1)

)−γθ

�
∞∑
k=j

(
Ink)
(
n(k + 1)

)−γt(
n(j + 1)

)γ(t−θ)
> 2−γt

∞∑
k=j

(
Ink)(nk)
−γt(nj)γ(t−θ).

Hence,
∞∑
k=j

(
Ink)(nk)
−γt � Cnα−γ(t−θ)j−γ(t−θ) for all j ∈ N. (3.7)

By (3.7) we can get that

I3 � C

∞∑
n=1

nβnα−γ(t−θ)
2n∑
i=1

E|X|tI((i− 1)γ � |X| < iγ
)

� C

∞∑
n=1

n−1−γ(t−θ) + C

∞∑
n=1

n−1−γ(t−θ)
2n∑
i=2

E|X|tI((i− 1)γ � |X| < iγ
)

� C + C

∞∑
i=2

E|X|tI((i− 1)γ � |X| < iγ
) ∞∑
n=[i/2]

n−1−γ(t−θ)

� C + C

∞∑
i=2

i−γ(t−θ)E|X|tI((i− 1)γ � |X| < iγ
)

� C + C

∞∑
i=2

iγθEI
(
(i− 1)γ � |X| < iγ

)
� C + CE|X|θ <∞

and

I4 � C

∞∑
n=1

nβ
∞∑

i=2n+1

∞∑
k=[i/n−1]

(
Ink)(nk)
−γtE|X|tI((i− 1)γ � |X| < iγ

)

� C

∞∑
n=1

nβ
∞∑

i=2n+1

nα−γ(t−θ)
(
i

n

)−γ(t−θ)
E|X|tI((i− 1)γ � |X| < iγ

)
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� C

∞∑
i=2

i−γ(t−θ)E|X|tI((i− 1)γ � |X| < iγ
) [i/2]∑
n=1

n−1

� C

∞∑
i=2

i−γ(t−θ) log iE|X|tI((i− 1)γ � |X| < iγ
)
� CE

(|X|θ log(1 + |X|)) <∞.

Therefore, (3.2) holds. 
�

Remark 1. If we compare Theorem 1 with Theorem D in the case 0 < θ < 1, then we see that neither the
assumption of rowwise independence of {Xnj , j ∈ N, n ∈ N} nor Sn

P→ 0 is required. In addition, the
moment condition in Theorem 1 is strictly weaker than in Theorem D.

Theorem 2. Let {Xnj , j ∈ N, n ∈ N} be an array of rowwise independent random elements with {Xnj ,
j ∈ N, n ∈ N} ≺ X . Assume that (1.1) holds and

∞∑
j=1

|anj |θ = O
(
nα

)
for some θ � 1 and some α.

Moreover, assume that
∑∞

j=1 a
2
nj = O(nη) for some η < 0 when θ � 2. Let β = −1− α. If

E
(|X|θ log(1 + |X|)) <∞ and Sn

P−→ 0,

then (3.2) holds.

Proof. Since Sn
P→ 0, by the standard argument we may assume that random variables {Xnj , j ∈ N, n ∈ N}

are symmetric. The assumption of a.s. convergence of
∑∞

j=1 anjXnj for every n implies that there exists
a positive integer kn such that

P

(∥∥∥∥∥
∞∑

j=kn+1

anjXnj

∥∥∥∥∥ >
ε

2

)
<

1

n2+β
for all n � 1.

Therefore, in order to prove (3.2), we only need to prove that

∞∑
n=1

nβP

(∥∥∥∥∥
kn∑
j=1

anjXnj

∥∥∥∥∥ >
ε

2

)
<∞.

Let Ynj be as in Theorem 1. Then

∞∑
n=1

nβP

(∥∥∥∥∥
kn∑
j=1

anjXnj

∥∥∥∥∥ >
ε

2

)

�
∞∑
n=1

nβ
∞∑
j=1

P
(‖anjXnj‖ > 1

)
+

∞∑
n=1

nβP

(∥∥∥∥∥
kn∑
j=1

Ynj

∥∥∥∥∥ >
ε

2

)
:= I5 + I6.

Similarly to the proof of (3.5) in Theorem 1, we have I5 <∞. Therefore, in order to prove (3.2), we only need
to prove that I6 < ∞. Since Sn

P→ 0, by Lemma 3 we can get that
∑∞

j=1 Ynj
P→ 0. Hence,

∑kn

j=1 Ynj
P→ 0.
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Since ‖Ynj‖ � 1 for all j ∈ N, n ∈ N, by Lemma 4 we have

E

∥∥∥∥∥
kn∑
j=1

Ynj

∥∥∥∥∥→ 0.

Thus, in order to prove that I6 <∞, we only need to prove that

I∗6 =

∞∑
n=1

nβP

(∣∣∣∣∣
∥∥∥∥∥

kn∑
j=1

Ynj

∥∥∥∥∥−E

∥∥∥∥∥
kn∑
j=1

Ynj

∥∥∥∥∥
∣∣∣∣∣ > ε

4

)
<∞.

Case 1: 1 � θ < 2. Letting t = 2 in (3.6) of Theorem 1, by Lemmas 1 and 2 we have

I∗6 � C

∞∑
n=1

nβ
kn∑
j=1

E‖Ynj‖2 <∞.

Thus, (3.2) holds.
Case 2: θ � 2. Taking v such that v > max{θ,−2(1 + β)/η}, by Lemma 1 we have

I∗6 � C

∞∑
n=1

nβ

{(
kn∑
j=1

E‖Ynj‖2
)v/2

+

kn∑
j=1

E‖Ynj‖v
}

:= I7 + I8.

By Lemma 2 we have

I7 � C

∞∑
n=1

nβ

(
kn∑
j=1

P
(|anjX| > 1

)
+

kn∑
j=1

E|anjX|2I
(|anjX| � 1

))v/2

� C

∞∑
n=1

nβ

(
kn∑
j=1

E|anjX|2
)v/2

� C

∞∑
n=1

nβ

( ∞∑
j=1

|anj |2
)v/2

� C

∞∑
n=1

nβ+vη/2 <∞.

Similarly to the proof of I2 <∞ in Theorem 1, we have I8 <∞. Thus, (3.2) holds. 
�
Remark 2. (i) The moment condition in Theorem 2 is strictly weaker than in Theorem D for 1 � θ < 2.

(ii) If β < −1, then obviously
∑∞

n=1 n
βP(‖Sn‖ > ε) < ∞ for all ε > 0. If β � −1, then β = −1 − α

implies that α � 0, and thus, by the conditions θ = 2 and θ + α/γ < δ � 2 in Theorem D, we can get
that α < 0. Hence, we have

∑∞
j=1 a

2
nj = O(nα) for α < 0. However, the case θ > 2 is not considered in

Theorem D.

Corollary 1. Suppose that B is of stable type p for some 1 < p < 2. Let {Xnj , j ∈ N, n ∈ N} be an array of
mean-zero rowwise independent random elements with {Xnj , j ∈ N, n ∈ N} ≺ X . Assume that (1.1) holds
and

∞∑
j=1

|anj |θ = O
(
nα

)
for some 1 < θ � p and some α. (3.8)

Let β = −1− α. If

E
(|X|θ log(1 + |X|)) <∞,

then (3.2) holds.
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Proof. If β < −1, then (3.2) clearly holds, and hence, it is of interest only for β � −1. If β � −1, then
β = −1− α implies that α � 0, and by (3.8) we can get that

sup
n�1

∞∑
j=1

|anj |θ <∞.

Since E(|X|θ log(1 + |X|)) <∞, we have

lim
t→∞ tθP

(|X| > t
)
= 0.

Therefore, in order to prove (3.2), by Theorem 2 we only need to check that Sn
P→ 0. Since B is of stable

type p for some 1 < p < 2 and θ � p, B is of stable type θ. By Lemma 5 the convergence in probability
holds. 
�

Remark 3. The moment condition in Corollary 1 is strictly weaker than in Theorem 3.3 of Volodin et al. [15].

Remark 4 and open problem. The authors believe that Theorems 1 and 2 can be further improved in the
direction of relaxing the moment conditions. Namely, we guess that the assumptionE(|X|θ log(1+|X|)) <∞
can be weakened to E|X|θ < ∞. Despite our efforts to solve this problem, it is still an open problem. We
would also like to mention that this logarithmic term appears only in the somewhat peculiar case α+ β = −1.

Acknowledgment. The authors would like to thank the referee for helpful comments that helped to improve
the presentation.
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