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#### Abstract

We obtain complete convergence results for arrays of row-wise independent Banach space valued random elements. The main result deals with two cases that usually are considered separately: when no assumptions are made concerning the geometry of the underlying Banach space and when the Banach space is of Rademacher type $p$.
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## I. INTRODUCTION AND PRELIMINARIES

The concept of complete convergence was introduced in [1] as follows. A sequence of random variables $\left\{U_{n}, n \geq 1\right\}$ is said to converge completely to a constant $c$ if $\sum_{n=1}^{\infty} P\left\{\left|U_{n}-c\right|>\varepsilon\right\}<\infty$ for all $\varepsilon>0$. By the Borel-Cantelli lemma, this implies $U_{n} \rightarrow c$ almost surely (a.s.) and the converse implication is true if the random variables $\left\{U_{n}, n \geq 1\right\}$ are independent. In [1] it is proved that the sequence of arithmetic means of independent and identically distributed random variables converges completely to the expected value, if the variance of the summands is finite.

This result has been generalized and extended in several directions (see [2-10] among others). Some of these works deal with a Banach space setting. A sequence of Banach space valued random elements is said to converge completely to the 0 element of the Banach space if the corresponding sequence of norms converges completely to 0 .

A general result (cf. Theorem 1 below) was presented in [9] establishing complete convergence for the row sums of an array of row-wise independent but not necessarily identically distributed Banach space valued random elements. Their result also specified the corresponding rate of convergence. The result of [9] unifies and extends previously obtained results in the literature in that many of them (for example, results of [1-8] and [10]) follow from it.

Let $(\Omega, \mathscr{A}, P)$ be a probability space and let $B$ be a separable real Banach space with norm $\|\cdot\|$. A random element is defined to be an $A$-measurable mapping of $\Omega$ into $B$ equipped with the Borel $\sigma$-algebra (that is, the $\sigma$-algebra generated by the open sets determined by $\|\cdot\|$ ). A detailed account of basic properties of random elements in separable real Banach spaces can be found in [11].

Let $0<p \leq 2$ and let $\left\{\epsilon_{n}, n \geq 1\right\}$ be independent and identically distributed Bernoulli random variables with $P\{\epsilon=1\}=P\{\epsilon=-1\}=$ $1 / 2$ for all $n \geq 1$. The real separable Banach space $B$ is said to be of (Rademacher) type $p$ if $\sum_{n=1}^{\infty} \epsilon_{n} v_{n}$ converges almost surely whenever $\left\{v_{n}, n \geq 1\right\} \subseteq B$ with $\sum_{n=1}^{\infty}\left\|v_{n}\right\|^{p}<\infty$.

Let $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of random elements with $\left\{u_{n}, n \geq 1\right\}$ and $\left\{v_{n}, n \geq 1\right\}$ sequences of integers (not necessary positive or finite) such that $u_{n} \leq v_{n}$.

The first theorem presented here is a slight modification of the result of [9].

Theorem 1. Let $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of row-wise independent random elements and $\left\{\varphi_{n}, n \geq 0\right\}$ be an increasing sequence of positive numbers with $\varphi_{0}=0$. Suppose that for all $\varepsilon>0$ and some $J \geq 2$ :

$$
\begin{equation*}
\sum_{n=1}^{\infty} \sum_{k=u_{n}}^{v_{n}} P\left\{\left\|V_{n k}\right\|>\varepsilon \varphi_{n}\right\}<\infty \tag{1}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{n=1}^{\infty}\left(\sum_{k=u_{n}}^{v_{n}} E\left(\left\|\frac{V_{n k}}{\varphi_{n}}\right\|^{2} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right)\right)^{J}<\infty  \tag{2}\\
\frac{1}{\varphi_{n}} \sum_{k=u_{n}}^{v_{n}} V_{n k} \rightarrow 0 \text { in probability. } \tag{3}
\end{gather*}
$$

Then $\frac{1}{\varphi_{n}} \sum_{k=u_{n}}^{v_{n}} V_{n k}$ converges completely to zero.
The second theorem is a slight modification of the result of [12].
Theorem 2. Let $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of row-wise independent random elements taking values in a real separable Banach space of type $p, 1 \leq p \leq 2$ and $\left\{\varphi_{n}, n \geq 0\right\}$ be an increasing sequence of positive numbers with $\varphi_{0}=0$. Suppose that for every $\varepsilon>0$ and some $J \geq 2$ :
(i) $\sum_{n=1}^{\infty} \sum_{k=u_{n}}^{v_{n}} P\left\{\left\|V_{n k}\right\|>\varepsilon \varphi_{n}\right\}<\infty$,
(ii) $\sum_{n=1}^{\infty}\left(\sum_{k=u_{n}}^{v_{n}} E\left(\left\|\frac{V_{n k}}{\varphi_{n}}\right\|^{p} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right)\right)^{J}<\infty$
(iii) $\max _{u_{n} \leq i \leq v_{n}}\left\|\sum_{l=u_{n}}^{i} E\left(\frac{V_{n l}}{\varphi_{n}} I\left(\left\|V_{n l}\right\| \leq \varphi_{n}\right)\right)\right\| \rightarrow 0$ as $n \rightarrow \infty$.

Then $\frac{1}{\varphi_{n}} \sum_{k=u_{n}}^{v_{n}} V_{n k}$ converges completely to zero.
Now we present a few domination conditions for arrays.
An array of random elements $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ is said to be uniformly dominated by a random variable $X$ if for some constant $C>0$ and for all $u_{n} \leq k \leq v_{n}$ and $n \geq 1$ we have that

$$
P\left\{\left|\mid V_{n k} \|>t\right\} \leq C P\{C|X|>t\} \quad \text { for all } t \geq 0\right.
$$

The following concept was introduced in [5]. An array of random elements $\left\{V_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ is said to be dominated in the Cesàro sense by a random variable $X$ if some constant $C>0$ and for all $n \geq 1$ we have that

$$
\frac{1}{n} \sum_{k=1}^{n} P\left\{| | V_{n k}| |>t\right\} \leq C P\{C|X|>t\} \quad \text { for all } t \geq 0
$$

Note that the notion domination in the Cesàro sense is strictly weaker than the notion of uniform domination. That means we can provide a simple example of an array that is dominated in the Cesàro sense, but not uniformly dominated; while the uniformly domination assumption implies domination in the Cesàro sense.

Next, [13] introduced the following domination condition. We will say that an array of random elements $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ is dominated in the Sung sense by a random variable $X$ if some constant
$C>0$, some $p>0$, and for all $n \geq 1$ we have that

$$
\frac{1}{n} \sum_{k=u_{n}}^{v_{n}} E\left\|V_{n k}\right\|^{p} I\left\{| | V_{n k}| |>t\right\} \leq C E|X|^{p} I\left\{|X|^{p}>t\right\} \quad \text { for all } t \geq 0
$$

It is also mentioned in [13] that when $u_{n}=1, v_{n}=n$ for $n \geq 1$, then the domination in the Sung sense concept is weaker than the domination in the Cesàro sense, cf. the proof of Corollary 1 from [13]. It will be interesting to establish that the domination in the Sung sense concept is strictly weaker than the domination in the Cesàro sense, that is to give an example of an array $\left\{V_{n k}, 1 \leq k \leq n, n \geq 1\right\}$ that dominated in the Sung sense but not dominated in the Cesàro sense. We would like to mention here that this question is not as trivial as it seems: domination in the Sung sense has to hold for all $t \geq 0$.

The following theorem is the main result of [13].
Theorem 3. Let $1 \leq p<2$ and suppose that $\left\{X_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ is an array of row-wise independent random variables with zero mean and dominated in the Sung sense by a random variable $X$ with $E|X|^{2 p}<\infty$. Then

$$
\frac{1}{n^{1 / p}} \sum_{k=u_{n}}^{v_{n}} X_{n k} \text { converges completely to zero. }
$$

The proof of Theorem 3 presented in [13] is rather complicated. The initial objective of the investigation resulting in the present article was only to find a simpler proof using the result of [14]. But it appears that we were able to establish a more general result using Theorem 1 mentioned above. Theorem 3 deals with the random variable case, while our Theorem 4 deals with the Banach space setting and a more general normalization of partial sums.

A novel feature of Theorem 4 is the fact that it provides in a unified manner complete convergence result compressing the two cases: (a) a Rademacher type condition is imposed on the Banach space, and (b) no geometric condition is imposed on the Banach space. Typically, in the literature, complete convergence results under (a) and (b) are treated separately from each other.

We present the following generalization of domination in the Sung sense. Let $\left\{\alpha_{n}, n \geq 1\right\}$ be a sequence of positive numbers and let $\gamma: \mathbf{R}^{+} \mapsto$ $\mathbf{R}^{+}$be a measurable function. We say that the array $\left\{V_{n k}, u_{n} \leq k \leq\right.$ $\left.v_{n}, n \geq 1\right\}$ of random elements is $S(\gamma, \alpha)$ dominated by a random variable $X$ if there exists a positive constant $C$ such that

$$
\sup _{n \geq 1} \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \gamma\left(| | V_{n k}| |\right) I\left\{\left|V_{n k}\right|>t\right\} \leq C E \gamma(|X|) I\{|X|>t\}
$$

for all $t>0$.

For the special case $\gamma(t)=t^{p}$ the notion of $S(\gamma, \alpha)$ domination can be rewritten in the following way:

$$
\sup _{n \geq 1} \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E| | V_{n k}| |^{p} I\left\{\left|V_{n k}\right|>t\right\} \leq C E|X|^{p} I\{|X|>t\}
$$

for all $t>0$. In this case we will say that the array is $S(p, \alpha)$ dominated by a random variable $X$.

Remark 1. If we take $\alpha_{n}=n$ and $\gamma(t)=t^{p}$ then we obtain the domination in the Sung sense condition.

As we mentioned before, a general normalization of partial sums is considered in Theorem 4. Let $\left\{\varphi_{n}, n \geq 0\right\}$ be an increasing sequence of positive numbers with $\varphi_{0}=0$. We can reformulate the $S(\gamma, \alpha)$ domination condition in the following way, which will be more appropriate for our results:

$$
\sup _{n \geq 1} \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \gamma\left(| | V_{n k}| |\right) I\left\{\left|V_{n k}\right|>\varepsilon \varphi_{i}\right\} \leq C E \gamma(|X|) I\left\{|X|>\varepsilon \varphi_{i}\right\}
$$

for all $\varepsilon>0$ and $i \geq 0$.
The plan of the article is as follows. In Section II, we formulate and prove a few lemmas pertaining to the current work. In Section III, we apply Theorems 1 and 2 to obtain complete convergence for row sums and derive some consequences.

## II. PRELIMINARY LEMMAS

To prove the main result, we need the following lemmas.
Lemma 1. Let $\phi, \xi, \gamma: \mathbf{R}^{+} \mapsto \mathbf{R}^{+}$be three measurable functions, suppose that $\phi$ is an increasing functions, with $\phi(t) \uparrow \infty$, when $t \uparrow \infty$, and let $X$ be a random variable on $(\Omega, \mathscr{A}, P)$. Define the inverse function $\phi^{-1}(t)=$ $\inf \{s: \phi(s) \geq t\}$.

Then

$$
\int_{0}^{\infty} \xi(t) \int_{|X|>\phi(t)} \gamma(|X|) d P d t \leq \int_{\Omega} \gamma(|X|) \int_{0}^{\phi^{-1}(|X|)} \xi(t) d t d P .
$$

Proof. It suffices to take into account that

$$
\begin{aligned}
& \left\{(\omega, t) \in\left(\Omega, R^{+}\right) ; 0<t<\infty,|X(\omega)|>\phi(t)\right\} \\
& \quad \subset\left\{(\omega, t) \in\left(\Omega, R^{+}\right) ; \omega \in \Omega, t \leq \phi^{-1}(|X(\omega)|)\right\}
\end{aligned}
$$

Lemma 2. Let $\left\{\chi_{n}, n \geq 0\right\}$ and $\left\{\varphi_{n}, n \geq 0\right\}$ be sequences of nonnegative constants, where $\left\{\varphi_{n}, n \geq 0\right\}$ is increasing with $\chi_{0}=0$ and $\varphi_{0}=0$ and let $\Delta(k)=\sum_{n=1}^{k} \chi_{n}$, with $k \geq 1$. We define the inverse function $\varphi^{-1}(t)=$ $\min \left\{i: \varphi_{i} \geq t\right\}$. Further, let $\gamma: \mathbf{R}^{+} \mapsto \mathbf{R}^{+}$be a measurable function. Then

$$
\sum_{n=1}^{\infty} \chi_{n} E \gamma(|X|) I\left\{|X|>\varphi_{n}\right\} \leq E \gamma(|X|) \Delta\left(\varphi^{-1}(|X|)\right)
$$

Proof. To prove the lemma, it suffices to apply Lemma 1 with the two following step functions:

$$
\xi(t)=\sum_{n=0}^{\infty} \chi_{n} I\{n \leq t<n+1\}
$$

and

$$
\phi(t)=\sum_{n=0}^{\infty} \varphi_{n} I\{n \leq t<n+1\} .
$$

Then, $\phi^{-1}(t)=\varphi^{-1}(t)$,

$$
\int_{0}^{\infty} \xi(t) \int_{|X|>\phi(t)} \gamma(|X|) d P d t=\sum_{n=1}^{\infty} \chi_{n} E \gamma(|X|) I\left\{|X|>\varphi_{n}\right\}
$$

and

$$
\int_{\Omega} \gamma(|X|) \int_{0}^{\phi^{-1}(|X|)} \xi(t) d t d P=E\left(\gamma(|X|) \Delta\left(\varphi^{-1}(|X|)\right)\right) .
$$

Lemma 3. Let $\left\{X_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of random variables $S(\gamma, \alpha)$ dominated by a random variable $X$ and $\psi, \gamma: \mathbf{R}^{+} \mapsto \mathbf{R}^{+}$two measurable functions such that for

$$
\delta_{i}=\max _{\varphi_{i-1}<t \leq \varphi_{i}} \frac{\psi(t)}{\gamma(t)}
$$

the sequence $\left\{\delta_{n}, n \geq 1\right\}$ is increasing. Furthermore, let $\left\{\varphi_{n}, n \geq 0\right\}$ and $\left\{\alpha_{n}, n \geq 1\right\}$ be two sequences of positive numbers where $\left\{\varphi_{n}, n \geq 0\right\}$ is increasing with $\varphi_{0}=0$.

Then there exists a positive constant $\mathbf{C}$ such that

$$
\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \psi\left(\left|X_{n k}\right|\right) I\left\{\left|X_{n k}\right| \leq \varphi_{n}\right\} \leq \mathbf{C}\left(E \gamma(|X|)+E \gamma(|X|) \delta_{\varphi^{-1}(|X|)}\right)
$$

Proof. For $n \geq 1$,

$$
\begin{aligned}
& \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \psi\left(\left|X_{n k}\right|\right) I\left\{\left|X_{n k}\right| \leq \varphi_{n}\right\} \\
& =\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} \sum_{i=1}^{n} E \psi\left(\left|X_{n k}\right|\right) I\left\{\varphi_{i-1}<\left|X_{n k}\right| \leq \varphi_{i}\right\} \\
& =\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} \sum_{i=1}^{n} E \gamma\left(\left|X_{n k}\right|\right) \frac{\psi\left(\left|X_{n k}\right|\right)}{\gamma\left(\left|X_{n k}\right|\right)} I\left\{\varphi_{i-1}<\left|X_{n k}\right| \leq \varphi_{i}\right\} \\
& \leq \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} \sum_{i=1}^{n} E \gamma\left(\left|X_{n k}\right|\right) \delta_{i} I\left\{\varphi_{i-1}<\left|X_{n k}\right| \leq \varphi_{i}\right\} \\
& =\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} \sum_{i=1}^{n} E \gamma\left(\left|X_{n k}\right|\right) \delta_{i}\left(I\left\{\left|X_{n k}\right|>\varphi_{i-1}\right\}-I\left\{\left|X_{n k}\right|>\varphi_{i}\right\}\right. \\
& =\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \gamma\left(\left|X_{n k}\right|\right) \delta_{1} I\left\{\left|X_{n k}\right|>\varphi_{0}\right\} \\
& \quad+\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} \sum_{i=2}^{n} E \gamma\left(\left|X_{n k}\right|\right)\left(\delta_{i}-\delta_{i-1}\right) I\left\{\left|X_{n k}\right|>\varphi_{i-1}\right\} \\
& \quad-\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \gamma\left(\left|X_{n k}\right|\right) \delta_{n} I\left\{\left|X_{n k}\right|>\varphi_{n}\right\} \\
& \leq \\
& \leq \frac{\delta_{1}}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \gamma\left(\left|X_{n k}\right|\right) I\left\{\left|X_{n k}\right|>\varphi_{0}\right\} \\
& \quad+\sum_{i=2}^{n}\left(\delta_{i}-\delta_{i-1}\right) \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \gamma\left(\left|X_{n k}\right|\right) I\left\{\left|X_{n k}\right|>\varphi_{i-1}\right\} \\
& \leq \\
& \delta_{1} C E \gamma(|X|) I\left\{|X|>\varphi_{0}\right\}+C \sum_{i=2}^{n}\left(\delta_{i}-\delta_{i-1}\right) E \gamma(|X|) I\left\{|X|>\varphi_{i-1}\right\}
\end{aligned}
$$

where we have used the $S(\gamma, \alpha)$ dominated condition in the last inequality.

Let $\chi_{i}=\delta_{i+1}-\delta_{i}$. Then, by Lemma 2 we have

$$
\begin{aligned}
& \frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E \psi\left(\left|X_{n k}\right|\right) I\left\{\left|X_{n k}\right| \leq \varphi_{n}\right\} \\
& \quad \leq \delta_{1} C E \gamma(|X|) I\left\{|X|>\varphi_{0}\right\}+\sum_{i=2}^{n} \chi_{i-1} E \gamma(|X|) I\left\{|X|>\varphi_{i-1}\right\} \\
& \quad \leq \delta_{1} C E \gamma(|X|)+\sum_{i=1}^{\infty} \chi_{i} E \gamma(|X|) I\left\{|X|>\varphi_{i}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \delta_{1} C E \gamma(|X|)+C^{\prime} E \gamma(|X|) \sum_{k=1}^{\varphi^{-1}(|X|)} \chi_{k} \\
& \leq \mathbf{C}\left(E \gamma(|X|)+E \gamma(|X|) \delta_{\varphi^{-1}(|X|)}\right) .
\end{aligned}
$$

Lemma 4. Let $p \leq q$ and $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of random elements $S(p, \alpha)$-dominated by a random variable X. Further, let $\left\{\varphi_{n}, n \geq 0\right\}$ and $\left\{\alpha_{n}, n \geq 1\right\}$ be two sequences of positive numbers where $\left\{\varphi_{n}, n \geq 0\right\}$ is increasing with $\varphi_{0}=0$.

Then there exists a positive constant $\mathbf{C}$ such that

$$
\frac{1}{\alpha_{n}} \sum_{k=u_{n}}^{v_{n}} E\left\|V_{n k}\right\|^{q} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\} \leq \mathbf{C}\left(E|X|^{p}+E|X|^{p} \delta_{\varphi^{-1}(|X|)}\right) .
$$

Proof. It suffices to apply Lemma 3 with the array $\left\{\left\|V_{n k}\right\|, u_{n} \leq k \leq\right.$ $\left.v_{n}, n \geq 1\right\}$ of random variables, which is $S(p, \alpha)$ dominated by $X$ with $\psi(t)=t^{q}$ and $\gamma(t)=t^{p}$.

## III. MAIN RESULTS

With preliminaries accounted for, we can now present our main result.

Theorem 4. Let $1 \leq p \leq q \leq 2$ and $\left\{V_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of row-wise independent random elements taking values in a real separable Banach space $(B,\|\cdot\|)$ and $S(p, \alpha)$ dominated by a random variable $X$. Suppose that their exists $J \geq 2$ such that $\sum_{n=1}^{\infty}\left(\alpha_{n} \varphi_{n}^{-q}\right)^{J}<\infty, E|X|^{q}<\infty$ and $E|X|^{p} \beta\left(\varphi^{-1}(X / \varepsilon)\right)<\infty$ for any $\varepsilon>0$ where $\beta(k)=\sum_{n=1}^{k} \alpha_{n} \varphi_{n}^{-p}, k \geq$ 1 and $\left\{\varphi_{n}, n \geq 0\right\}$ is an increasing sequence of positive constants. Moreover, let one of the following conditions hold:
(a) We have the information on a geometry of the Banach space $(B,\|\cdot\|)$ : It is of Rademacher type $q$ and $E V_{n k}=0$, or
(b) We do not have information on a geometry of the underlying Banach space, but $\frac{1}{\varphi_{n}} \sum_{k=u_{n}}^{v_{n}} V_{n k} \rightarrow 0$ in probability.

Then

$$
\frac{1}{\varphi_{n}} \sum_{k=u_{n}}^{v_{n}} V_{n k} \text { converges completely to zero. }
$$

Proof. Consider the following three conditions, where $J \geq 2$ and $1 \leq r \leq 2$.

1. $\sum_{n=1}^{\infty} \sum_{k=u_{n}}^{v_{n}} P\left\{\left\|V_{n k}\right\|>\varepsilon \varphi_{n}\right\}<\infty$.
2. $\sum_{n=1}^{\infty}\left(\sum_{k=u_{n}}^{v_{n}} E\left(\left\|\frac{V_{n k}}{\varphi_{n}}\right\|^{r} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right)\right)^{J}<\infty$.
3. $\max _{u_{n} \leq i \leq v_{n}}\left\|\sum_{k=u_{n}}^{i} E\left(\frac{V_{n k}}{\varphi_{n}} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right)\right\| \longrightarrow 0$, as $n \rightarrow \infty$.

According to Theorem 2 in case (a) (Banach space is of type $q$ ), if all three conditions (1), (2), with $r=q$, and (3) hold, then the conclusion of the theorem holds.

According to Theorem 1 in case (b) (general Banach space), if the two conditions (1) and (2) with $r=2$ hold, then the conclusion of the theorem holds.

So, we need to check that all the conditions (1), (2) with $r=q$ or 2 , and (3) follow from the assumptions of Theorem 4.

The first condition:

$$
\begin{aligned}
\sum_{n=1}^{\infty} \sum_{k=u_{n}}^{v_{n}} P\left\{\left\|V_{n k}\right\|>\varepsilon \varphi_{n}\right\} & =\sum_{n=1}^{\infty} \sum_{k=u_{n}}^{v_{n}} P\left\{\left\|V_{n k}\right\| I\left\{\left\|V_{n k}\right\|>\varepsilon \varphi_{n}\right\}>\varepsilon \varphi_{n}\right\} \\
& \leq \sum_{n=1}^{\infty} \sum_{k=u_{n}}^{v_{n}} \frac{E\left\|V_{n k}\right\|^{p} I\left\{\left\|V_{n k}\right\|>\varepsilon \varphi_{n}\right\}}{\varepsilon^{p} \varphi_{n}^{p}} \\
& \leq C \sum_{n=1}^{\infty} \frac{\alpha_{n}}{\varphi_{n}^{p}} E|X|^{p} I\left\{|X|>\varepsilon \varphi_{n}\right\} \\
& \leq C E|X|^{p} \beta\left(\varphi^{-1}(|X| / \varepsilon)\right)<\infty .
\end{aligned}
$$

Here we applied Markov's inequality in the first inequality, the $S(p, \alpha)$ domination condition in the second, and Lemma 2 in the last inequality.

For the second condition, let $r=q$. Then

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left(\sum_{k=u_{n}}^{v_{n}} E\left\|\frac{V_{n k}}{\varphi_{n}}\right\|^{q} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right)^{J} & \leq C \sum_{n=1}^{\infty}\left(\frac{\alpha_{n}}{\varphi_{n}^{q}}\left(E|X|^{p}+E|X|^{p} \delta_{\varphi^{-1}(|X|)}\right)\right)^{J} \\
& \leq C\left(E|X|^{p}+E|X|^{p} \delta_{\varphi^{-1}(|X|)}\right)^{J}<\infty
\end{aligned}
$$

where Lemma 4 has been used with $\gamma(t)=t^{p}, \phi(t)=t^{q}$ and $\delta_{i}=$ $\max _{\varphi_{i-1}<t \leq \varphi_{i}} t^{q-p}=\varphi_{i}^{q-p}$ in the last inequality.

And we can deal with the third condition as follows:

$$
\begin{aligned}
& \max _{u_{n} \leq i \leq v_{n}}\left\|\sum_{k=u_{n}}^{i} E \frac{V_{n k}}{\varphi_{n}} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right\| \\
& \quad \leq \max _{u_{n} \leq i \leq v_{n}} \sum_{k=u_{n}}^{i}\left\|E \frac{V_{n k}}{\varphi_{n}} I\left\{\left\|V_{n k}\right\| \leq \varphi_{n}\right\}\right\| \\
& \quad=\max _{u_{n} \leq i \leq v_{n}} \sum_{k=u_{n}}^{i}\left\|E \frac{V_{n k}}{\varphi_{n}} I\left\{\left\|V_{n k}\right\|>\varphi_{n}\right\}\right\| \quad\left(\text { since } E V_{n k}=0\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \max _{u_{n} \leq i \leq v_{n}} \sum_{k=u_{n}}^{i} E\left\|\frac{V_{n k}}{\varphi_{n}}\right\| I\left\{\left\|V_{n k}\right\|>\varphi_{n}\right\} \\
& =\sum_{k=u_{n}}^{v_{n}} E\left\|\frac{V_{n k}}{\varphi_{n}}\right\| I\left\{\left\|V_{n k}\right\|>\varphi_{n}\right\} \\
& \leq \sum_{k=u_{n}}^{v_{n}} E\left\|\frac{V_{n k}}{\varphi_{n}}\right\|^{p} I\left\{\left\|V_{n k}\right\|>\varphi_{n}\right\} \\
& \leq C \frac{\alpha_{n}}{\varphi_{n}^{p}} E|X|^{p} I\left\{|X|>\varphi_{n}\right\} \quad(\text { by the } S(p, \alpha) \text { domination condition) } \\
& \leq C \frac{\alpha_{n}}{\varphi_{n}^{p} \beta(n)} E|X|^{p} \beta\left(\varphi^{-1}(|X|)\right) I\left\{|X|>\varphi_{n}\right\} \\
& \leq C E|X|^{p} \beta\left(\varphi^{-1}(|X|)\right) I\left\{|X|>\varphi_{n}\right\} \longrightarrow 0 \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

The random variables case is of course of special interest. We can formulate the following result for this special case.

Corollary. Let $1 \leq p<2$ and $\left\{X_{n k}, u_{n} \leq k \leq v_{n}, n \geq 1\right\}$ be an array of row-wise independent random variables satisfying $E X_{n k}=0$ and $S(\alpha, p)$ dominated by a random variable $X$. Suppose that there exists $q$ in $[p, 2]$ and $J \geq 2$ such that $\sum_{n=1}^{\infty}\left(\alpha_{n} \varphi_{n}^{-q}\right)^{J}<\infty$. Furthermore, let $E|X|^{q}<\infty$ and $E|X|^{p} \beta\left(\varphi^{-1}(|X|)\right)<\infty$ where $\beta(k)=\sum_{n=1}^{k} \alpha_{n} \varphi_{n}^{-p}$, with $k \geq 1$. Then

$$
\frac{1}{\varphi_{n}} \sum_{k=u_{n}}^{v_{n}} X_{n k} \text { converges completely to zero. }
$$

Proof. The real line is of type $q$ for any $q \leq 2$ and we can apply Theorem 3(a). Simple details are left to a reader. Alternately, we can use the result of [14] and repeat all derivations by analogy with the proof of Theorem 4.

Remark 2. Take $\alpha_{n}=n$ and $\varphi_{n}=n^{1 / p}$ to obtain Theorem 1 of [13].
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