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## Chapter 1: Integration Review

### 1.1 The Meaning of the Definite Integral

The definite integral of the function $f(x)$ between $x=a$ and $x=b$ is written:

$$
\int_{a}^{b} f(x) d x
$$

Geometrically it equals the area $A$ between the curve $y=f(x)$ and the $x$-axis between the vertical lines $x=a$ and $x=b$ :


More precisely, assuming $a<b$, the definite integral is the net sum of the signed areas between the curve $y=f(x)$ and the $x$-axis where areas below the $x$-axis (i.e. where $f(x)$ dips below the $x$-axis) are counted negatively.
The notation used for the definite integral, $\int_{a}^{b} f(x) d x$, is elegant and intuitive. We are $\int$ umming $\left(\int d A\right)$ the (infinitesimally) small differential rectangular areas $d A=f(x) \cdot d x$ of height $f(x)$ and width $d x$ at each value $x$ between $x=a$ and $x=b$ :


We will see soon how viewing integrals as sums of differentials can be used to come up with formulas for calculations aside from just area.

### 1.2 The Fundamental Theorem of Calculus

As seen in a previous calculus course, the definite integral can be written as a limiting sum (Riemann Sum) of $N$ rectangles of finite width $\Delta x=(b-a) / N$ where we let the number of rectangles $(N)$ go to infinity (and consequently the width $\Delta x \rightarrow 0$ ). This method of evaluating a definite integral is hard or impossible to compute exactly yfor most functions. An easy way to evaluate definite integrals is due to the Fundamental Theorem of Calculus which relates the calculation of a definite integral with the evaluation of the antiderivative $F(x)$ of $f(x)$ :

## Theorem 1-1: The Fundamental Theorem of Calculus:

If $f$ is continuous on $[a, b]$ then

$$
\int_{a}^{b} f(x) d x=F(b)-F(a)
$$

for any $F$ an antiderivative of $f$, i.e. $F^{\prime}(x)=f(x)$.
Notationally we write $F(b)-F(a)$ with the shorthand $\left.F(x)\right|_{a} ^{b}$, i.e.

$$
\left.F(x)\right|_{a} ^{b}=F(b)-F(a),
$$

where, unlike the integral sign, the bar is placed on the right.

### 1.3 Indefinite Integrals

Because of the intimate relationship between the antiderivative and the definite integral, we define the indefinite integral of $f(x)$ (with no limits $a$ or $b$ ) to just be the antiderivative, i.e.

$$
\int f(x) d x=F(x)+C
$$

where $F(x)$ is an antiderivate of $f(x)$ (so $\left.F^{\prime}(x)=f(x)\right)$ and $C$ is an arbitrary constant. The latter is required since the antiderivative of a function is not unique as $\frac{d}{d x} C=0$ implies we can always add a constant to an antiderivative to get another antiderivative of the same function.

Using our notation for indefinite integrals and our knowledge of derivatives gives the following.

## Table of Indefinite Integrals

1. $\int x^{n} d x=\frac{1}{n+1} x^{n+1}+C \quad(n \neq-1)$
2. $\int \csc ^{2} x d x=-\cot x+C$
3. $\int \cos x d x=\sin x+C$
4. $\int \csc x \cot x d x=-\csc x+C$
5. $\int \sin x d x=-\cos x+C$
6. $\int c f(x) d x=c \int f(x) d x$
7. $\int \sec ^{2} x d x=\tan x+C$
8. $\int[f(x) \pm g(x)] d x=\int f(x) d x \pm \int g(x) d x$
9. $\int \sec x \tan x d x=\sec x+C$

In the last two integration formulae $f(x)$ and $g(x)$ are functions while $c$ is a constant. For indefinite integrals we say, for example, that $\frac{1}{n+1} x^{n+1}+C$ is the (indefinite) integral of $x^{n}$ where $x^{n}$ is the integrand. The process of finding the integral is called integration. Each of these indefinite integrals may be verified by differentiating the right hand side and verifying that the integrand is the result.

### 1.4 Integration by Substitution

The last two general integral results allow us to break up an integral of sums or differences into integrals of the individual pieces and to pull out any constant multipliers. Another useful way of solving an integral is to use the Substitution Rule which arises by working the differentiation Chain Rule in reverse.

Theorem 1-2: Substitution Rule (Indefinite Integrals): Suppose $u=g(x)$ is a differentiable function whose range of values is an interval $I$ upon which a further function $f$ is continuous, then

$$
\int f(g(x)) g^{\prime}(x) d x=\int f(u) d u
$$

where the right hand integral is to be evaluated at $u=g(x)$ after integration.
Here the $d u$ appearing on the right side is the differential:

$$
d u=g^{\prime}(x) d x
$$

which, recall, can be remembered by thinking $\frac{d u}{d x}=g^{\prime}(x)$ and multiplying both sides by $d x$.
When using the Substitution Rule with definite integrals we can avoid the final back-substitution of $u=g(x)$ of the indefinite case by instead just changing the limits of the integral appropriately to the $u$-values corresponding to the $x$-limits:

Theorem 1-3: Substitution Rule (Definite Integrals): Suppose $u=g(x)$ is a differentiable function whose derivative $g^{\prime}$ is continuous on $[a, b]$ and a further function $f$ is continuous on the range of $u=g(x)$ (evaluated on $[a, b]$ ), then

$$
\int_{a}^{b} f(g(x)) g^{\prime}(x) d x=\int_{g(a)}^{g(b)} f(u) d u
$$

### 1.5 Integration Examples

## Example 1-1

Evaluate the following integrals:

1. $\int\left(x^{2}+\frac{1}{x^{2}}-3 \cos x\right) d x$
2. $\int_{0}^{\pi / 2}(\sqrt{x}+\sin x) d x$
3. $\int\left(\sqrt[3]{x^{2}}+\sec x \tan x\right) d x$
4. $\int \frac{(x+2)^{2}}{\sqrt{x}} d x$
5. $\int \frac{x}{\sqrt{x^{2}+1}} d x$
6. $\int t^{2} \sec \left(t^{3}+5\right) \tan \left(t^{3}+5\right) d t$
7. $\int \sqrt{1+\tan \theta} \sec ^{2} \theta d \theta$
8. $\int_{-1}^{0} x \sqrt{3 x+4} d x$

## Solution:

1. Using basic integration formula and recalling that $\frac{1}{x^{n}}=x^{-n}$ one has:

$$
\begin{aligned}
\int\left(x^{2}+\frac{1}{x^{2}}-3 \cos x\right) d x & =\int\left(x^{2}+x^{-2}-3 \cos x\right) d x \\
& =\frac{1}{3} x^{3}-x^{-1}-3 \sin x+C=\frac{1}{3} x^{3}-\frac{1}{x}-3 \sin x+C
\end{aligned}
$$

2. Recalling that $\sqrt[n]{x}=x^{\frac{1}{n}}$ we evaluate the definite integral to get:

$$
\begin{aligned}
\int_{0}^{\pi / 2}(\sqrt{x}+\sin x) d x & =\int_{0}^{\pi / 2}\left(x^{\frac{1}{2}}+\sin x\right) d x=\left[\frac{2}{3} x^{\frac{3}{2}}-\left.\cos x\right|_{0} ^{\frac{\pi}{2}}\right. \\
& =\left[\frac{2}{3}\left(\frac{\pi}{2}\right)^{\frac{3}{2}}-\cos \left(\frac{\pi}{2}\right)\right]-\left[\frac{2}{3}(0)^{\frac{3}{2}}-\cos (0)\right]=\frac{\sqrt{2} \pi^{\frac{3}{2}}}{6}+1
\end{aligned}
$$

3. Recalling that and $\left(x^{m}\right)^{n}=x^{m n}$ gives:

$$
\begin{aligned}
\int\left(\sqrt[3]{x^{2}}+\sec x \tan x\right) d x & =\int\left(x^{2 / 3}+\sec x \tan x\right) d x \\
& =\frac{3}{5} x^{5 / 3}+\sec x+C
\end{aligned}
$$

4. Expanding the numerator, dividing through by the denominator and simplifying $\frac{x^{m}}{x^{n}}=x^{m-n}$ before integrating gives:

$$
\begin{aligned}
\int \frac{(x+2)^{2}}{\sqrt{x}} d x & =\int \frac{x^{2}+4 x+4}{\sqrt{x}} d x \\
& =\int\left(x^{3 / 2}+4 x^{1 / 2}+4 x^{-1 / 2}\right) d x \\
& =\frac{2}{5} x^{5 / 2}+4\left(\frac{2}{3}\right) x^{3 / 2}+4(2) x^{1 / 2}+C \\
& =\frac{2}{5} x^{5 / 2}+\frac{8}{3} x^{3 / 2}+8 x^{1 / 2}+C
\end{aligned}
$$

5. Using the substitution $u=x^{2}+1$ so $d u=2 x d x \Longrightarrow \frac{1}{2} d u=x d x$ one has:

$$
\begin{aligned}
\int \frac{x}{\sqrt{x^{2}+1}} d x=\int \frac{1}{2} \cdot \frac{1}{\sqrt{u}} d u & =\frac{1}{2} \int u^{-1 / 2} d u \\
& =u^{1 / 2}+C=\sqrt{x^{2}+1}+C
\end{aligned}
$$

6. Using the substitution $u=t^{3}+5$ so $d u=3 t^{2} d t \Longrightarrow \frac{1}{3} d u=t^{2} d t$ one has:

$$
\begin{aligned}
\int t^{2} \sec \left(t^{3}+5\right) \tan \left(t^{3}+5\right) d t & =\frac{1}{3} \int \sec u \tan u d u \\
& =\frac{1}{3} \sec u+C=\frac{1}{3} \sec \left(t^{3}+5\right)+C
\end{aligned}
$$

7. Using the substitution $u=1+\tan \theta$ so $d u=\sec ^{2} \theta d \theta$ one has:

$$
\begin{aligned}
\int \sqrt{1+\tan \theta} \sec ^{2} \theta d \theta & =\int \sqrt{u} d u=\int u^{1 / 2} d u \\
& =\frac{2}{3} u^{2 / 3}+C=\frac{2}{3}(1+\tan \theta)^{3 / 2}+C
\end{aligned}
$$

8. Make the following substitution $u=3 x+4$ so $d u=3 d x \Longrightarrow \frac{1}{3} d u=d x$. Solving for $x$ gives $x=\frac{1}{3}(u-4)$ allowing its replacement in the integral. Finally we change to limits in $u$ :

$$
\begin{aligned}
& x=0 \Longrightarrow u=0+4=4 \\
& x=-1 \Longrightarrow u=-3+4=1 \\
& \int_{-1}^{0} x \sqrt{3 x+4} d x= \int_{1}^{4} \frac{1}{3}(u-4) \sqrt{u} \frac{1}{3} d u \\
&= \frac{1}{9} \int_{1}^{4}\left(u^{3 / 2}-4 u^{1 / 2}\right) d u=\frac{1}{9}\left[\frac{2}{5} u^{5 / 2}-\left.4\left(\frac{2}{3}\right) u^{3 / 2}\right|_{1} ^{4}\right. \\
&= \frac{1}{9}\left[\frac{2}{5}(4)^{5 / 2}-\frac{8}{3}(4)^{3 / 2}\right]-\frac{1}{9}\left[\frac{2}{5}(1)^{5 / 2}-\frac{8}{3}(1)^{3 / 2}\right] \\
&= \frac{1}{9}\left[\frac{64}{5}-\frac{64}{3}\right]-\frac{1}{9}\left[\frac{2}{5}-\frac{8}{3}\right]=\frac{1}{9}\left[\frac{64}{5}-\frac{64}{3}-\frac{2}{5}+\frac{8}{3}\right] \\
&= \frac{1}{9}\left[\frac{62}{5}-\frac{56}{3}\right]=\frac{1}{9}\left[-\frac{94}{15}\right] \\
&=-\frac{94}{135}
\end{aligned}
$$

## Further Questions:

Evaluate the following integrals:

1. $\int\left(t^{2}+\sqrt{t}-\frac{2}{t^{2}}\right) d t$
2. $\int \sin (5 \theta) d \theta$
3. $\int_{0}^{1}\left(t^{2}+1\right)^{2} d t$
4. $\int_{2}^{3} \frac{3 x^{2}-1}{\left(x^{3}-x\right)^{2}} d x$
5. $\int x^{2}\left(x^{3}+2\right)^{\frac{1}{3}} d x$
6. $\int t^{2} \sin \left(1-t^{3}\right) d t$
7. $\int_{0}^{\frac{\pi}{4}}(\sec x-\tan x) \sec x d x$
8. $\int \frac{x-\sqrt{3 x}}{\sqrt{2 x}} d x$
9. $\int \frac{\cos \sqrt{x}}{\sqrt{x}} d x$
10. $\int_{0}^{4}(4 x+9)^{\frac{3}{2}} d x$
11. $\int_{1}^{2} x \sqrt{x-1} d x$
12. $\int(\cos \theta+\sin \theta)(\cos \theta-\sin \theta)^{4} d \theta$

## Chapter 1 Review Exercises

Answers:
Page 169

1-12: Evaluate the given integral.

1. $\int\left(x^{3}+\frac{1}{\sqrt{x}}+\frac{5}{x^{3}}\right) d x$
2. $\int \sqrt{2 x+5} d x$
3. $\int \frac{x^{3}+\sqrt{x}+1}{\sqrt{x}} d x$
4. $\int_{0}^{3} x\left(x^{2}+16\right)^{3 / 2} d x$
5. $\int \frac{\tan \sqrt{x} \sec \sqrt{x}}{\sqrt{x}} d x$
6. $\int \frac{\sin (3 x)}{(2+\cos (3 x))^{2}} d x$
7. $\int_{0}^{1}\left(x^{2}-x^{3}\right) d x$
8. $\int_{5}^{12} \frac{1}{(x-4)^{1 / 3}} d x$
9. $\int_{0}^{\pi / 2} \cos x(1+\sin x)^{3} d x$
10. $\int \frac{1}{(1+\sqrt{x})^{4}} d x$
11. $\int x^{2} \sin \left(x^{3}+2\right) d x$
12. $\int x(x+4)^{5} d x$

## Chapter 2: Inverses and Other Functions

### 2.1 Inverse Functions

## Example 2-1

The inverse function of the function $f(x)=x^{3}$ is $g(x)=x^{\frac{1}{3}}$.

Intuitively $g(x)=x^{\frac{1}{3}}$ is the inverse of is $f(x)=x^{3}$ because $g$ undoes the action of $f$. So if $f$ acts on the value 2 so $f(2)=2^{3}=8$ and we act $g$ on the result, $g(8)=8^{\frac{1}{3}}=2$ we are returned to the original value.

One may wonder whether all functions have inverses. The answer is no. A necessary and sufficient condition for a function to have an inverse is that the function be one-to-one.

Definition: A function $f$ with domain $A$ and range $B$ is said to be one-to-one if whenever $f\left(x_{1}\right)=$ $f\left(x_{2}\right)$ (in $B$ ) one has that $x_{1}=x_{2}($ in $A)$.

A logically equivalent condition is that if $x_{1} \neq x_{2}$ then $f\left(x_{1}\right) \neq f\left(x_{2}\right)$. In words, no two elements in the domain $A$ have the same image in the range $B$.

### 2.1.1 Horizontal Line Test

The Horizontal Line Test says that a function $f(x)$ will be one-to-one if and only if every horizontal line intersects the graph of $y=f(x)$ at most once.

## Example 2-2

The horizontal line test shows that the function $y=x^{2}$ is not one-to-one while $y=x^{3}$ is one-to-one.



The following theorem is intuitively true when one considers the Horizontal Line Test.
Theorem 2-1: Suppose a function $f$ has a domain $D$ consisting of an interval. If the function is increasing everywhere or decreasing everywhere on $D$ then $f$ is one-to-one.

## Example 2-3

Determine whether the given functions are one-to-one:

1. $f(x)=2 x^{3}+5$
2. $f(x)=\frac{x}{x-4}$
3. $f(x)=\frac{\sqrt{x+1}}{\sqrt{x}}$

## Solution:

1. $f(x)=2 x^{3}+5$

- Method 1: Using the definition:

$$
\begin{aligned}
f\left(x_{1}\right)=f\left(x_{2}\right) & \Longrightarrow 2 x_{1}^{3}+5=2 x_{2}^{3}+5 \\
& \Longrightarrow 2 x_{1}^{3}=2 x_{2}^{3} \\
& \Longrightarrow x_{1}^{3}=x_{2}^{3} \text { (Take the cubic root of both sides.) } \\
& \Longrightarrow x_{1}=x_{2}
\end{aligned}
$$

- Method 2: Using the derivative:

$$
f^{\prime}(x)=6 x^{2}>0 \text { for all } x \text { in } D=(-\infty, \infty)
$$

Therefore, $f(x)$ is always increasing on an interval which implies that $f(x)$ is one-to-one.
2. $f(x)=\frac{x}{x-4}$

We use the definition to prove $f(x)$ is one-to-one:

$$
\begin{aligned}
f\left(x_{1}\right)=f\left(x_{2}\right) & \Longrightarrow \frac{x_{1}}{x_{1}-4}=\frac{x_{2}}{x_{2}-4} \\
& \Longrightarrow x_{1}\left(x_{2}-4\right)=x_{2}\left(x_{1}-4\right) \\
& \Longrightarrow x_{1} x_{2}-4 x_{1}=x_{2} x_{1}-4 x_{2} \\
& \Longrightarrow-4 x_{1}=-4 x_{2} \\
& \Longrightarrow x_{1}=x_{2}
\end{aligned}
$$

Note the derivative of $f(x)$ is negative everywhere it is defined:

$$
f^{\prime}(x)=\frac{(1)(x-4)-x(1)}{(x-4)^{2}}=\frac{-4}{(x-4)^{2}}<0
$$

Therefore $f(x)$ is decreasing for all $x$ in the domain of $f$. However the domain $D=\mathbb{R}-\{4\}=$ $(-\infty, 4) \cup(4, \infty)$ is broken into two intervals so this is not sufficient to prove $f(x)$ is one-to-one. Consider, as a counter-example, $f(x)=\tan x$ which increases everywhere on its domain but fails hopelessly to be one-to-one as is seen easily by the horizontal line test! Care must be taken to inspect the domain when using the derivative approach. One would need to show that the range of the function on each interval it contained was disjoint (did not overlap) with the range of the function on the other intervals. This occurs in this example where $f$ maps $(-\infty, 4)$ to $(-\infty, 1)$ and maps $(4, \infty)$ to $(1, \infty)$.
3. $f(x)=\frac{\sqrt{x+1}}{\sqrt{x}}$

The square roots require $x \geq-1$ and $x \geq 0$. Furthermore we cannot divide by zero. Therefore the domain of the function is composed of a single open interval, $D=(0, \infty)$. We use the method of the derivative:

$$
\begin{aligned}
f^{\prime}(x) & =\frac{\frac{1}{2}(x+1)^{-1 / 2} \sqrt{x}-\sqrt{x+1}\left(\frac{1}{2} x^{-1 / 2}\right)}{x} \\
& =\frac{\frac{\sqrt{x}}{\sqrt{x+1}}-\frac{\sqrt{x+1}}{\sqrt{x}}}{2 x} \cdot \frac{\sqrt{x} \sqrt{x+1}}{\sqrt{x} \sqrt{x+1}}=\frac{x-(x+1)}{2 x^{3 / 2} \sqrt{x+1}} \\
& =\frac{-1}{2 x^{3 / 2} \sqrt{x+1}}<0 \text { for all } x>0
\end{aligned}
$$

Therefore, $f(x)$ is decreasing on interval $(0, \infty)$ which implies that $f(x)$ is one-to-one.

## Further Questions:

Determine whether the given functions are one-to-one:

1. $f(x)=2 x^{3}+5$
2. $f(x)=\frac{3-x}{x+1}$

Definition: Suppose $f$ is a one-to-one function defined on domain $A$ with range $B$. The inverse function of $\boldsymbol{f}$ denoted by $\boldsymbol{f}^{-\mathbf{1}}$ is defined on domain $B$ with range $A$ and satisfies

$$
f^{-1}(y)=x \quad \Longleftrightarrow \quad f(x)=y
$$

for any $y$ in $B$.

Here the symbol $\Longleftrightarrow$ means "if and only if". "This if and only if that" itself means that both the following hold

- "If this then that."
- "If that then this."

Also observe that the notation $f^{-1}$ makes it clear that $f$ is the function for which this is the inverse.
Notes:

1. $f^{-1} \neq \frac{1}{f}$ We call $\frac{1}{f}$ the reciprocal of $f$.
2. The definition says that if $f$ maps $x$ to $y$, then $f^{-1}$ maps $y$ back to $x$.

3. The domain of $f^{-1}$ is the range of $f$ while the range of $f^{-1}$ is the domain of $f$.
4. Reversing the roles of $x$ and $y$ gives

$$
f^{-1}(x)=y \quad \Longleftrightarrow \quad f(y)=x
$$

or equivalently

$$
f(y)=x \Longleftrightarrow f^{-1}(x)=y
$$

This implies that $f$ itself is the inverse function of $f^{-1}$.
5. The following hold (see last diagram)

$$
\begin{aligned}
& f^{-1}(f(x))=x \quad \text { for every } x \text { in } A \\
& f\left(f^{-1}(y)\right)=y \quad \text { for every } y \text { in } B
\end{aligned}
$$

The first relationship highlights the utility of the inverse function in solving equations for if we have, say, $f(x)=3$ for some one-to-one function $f$ for which we know the inverse $f^{-1}(x)$, it follows, applying $f^{-1}$ to both sides that $f^{-1}(f(x))=x=f^{-1}(3)$. We are applying inverse functions all the time when we isolate variables in equations.
This explains why "cube-rooting both sides" of $x^{3}=64$ is a safe way to find the solution to this equation while "square-rooting both sides" of $x^{2}=64$ is not. The latter finds only one of the two solutions. (Applying a function in this way can only produce one number.)

### 2.1.2 Finding Inverse Functions

To find the inverse function of a one-to-one function $f$ proceed with the following steps:

1. Write $y=f(x)$
2. Solve the equation for $x$ in terms of $y$ (if possible).
3. Interchange the roles of $x$ and $y$. The resulting equation is $y=f^{-1}(x)$.

## Example 2-4

Find the inverse function of the given function:

1. $f(x)=2 x^{3}+5$
2. $f(x)=\frac{x}{x-4}$
3. $f(x)=\frac{\sqrt{x+1}}{\sqrt{x}}$

## Solution:

These are the same functions from Example 2-3. As they were all shown to be one-to-one we know they are invertible.

1. To find the inverse function of $f(x)=2 x^{3}+5$, we solve $y=f(x)$ for $x$ in terms of $y$.

$$
\begin{aligned}
y=f(x) \Longrightarrow & y=2 x^{3}+5 \Longrightarrow y-5=2 x^{3} \\
\Longrightarrow & \frac{y-5}{2}=x^{3} \Longrightarrow x=\sqrt[3]{\frac{y-5}{2}} \\
& \text { Exchange } x \text { and } y \Longrightarrow y=\sqrt[3]{\frac{x-5}{2}} \\
& \text { Therefore } f^{-1}(x)=\sqrt[3]{\frac{x-5}{2}}
\end{aligned}
$$

2. To find the inverse function of $f(x)=\frac{x}{x-4}$, we solve $y=f(x)$ for $x$ in terms of $y$.

$$
\begin{aligned}
y=f(x) \Longrightarrow y=\frac{x}{x-4} & \Longrightarrow y(x-4)=x \Longrightarrow y x-4 y=x \\
& \Longrightarrow y x-x=4 y \Longrightarrow x(y-1)=4 y \\
& \Longrightarrow x=\frac{4 y}{y-1}
\end{aligned}
$$

Exchange $x$ and $y \Longrightarrow y=\frac{4 x}{x-1}$
Therefore $f^{-1}(x)=\frac{4 x}{x-1}$
3. To find the inverse function of $f(x)=\frac{\sqrt{x+1}}{\sqrt{x}}$, we solve $y=f(x)$ for $x$ in terms of $y$.

$$
\begin{aligned}
y=f(x) \Longrightarrow & y=\frac{\sqrt{x+1}}{\sqrt{x}}=\sqrt{\frac{x+1}{x}} \\
\Longrightarrow & y^{2}=\frac{x+1}{x} \Longrightarrow x y^{2}=x+1 \Longrightarrow x y^{2}-x=1 \\
\Longrightarrow & x\left(y^{2}-1\right)=1 \Longrightarrow x=\frac{1}{y^{2}-1} \\
& \text { Exchange } x \text { and } y \Longrightarrow y=\frac{1}{x^{2}-1} \\
& \text { Therefore } f^{-1}(x)=\frac{1}{x^{2}-1}
\end{aligned}
$$

## Further Questions:

Find the inverse function of the given function:

1. $f(x)=2 x^{3}+5$
2. $f(x)=\frac{3-x}{x+1}$
3. $f(x)=x^{2}-9$

Note that if you are able to solve your expression uniquely for $x$ in terms of $y$ in the second step it follows that the function is one-to-one since, given any $y$ value in the range $B$ there can only be a single value $x$ in $A$ which maps to it, namely the value which results from evaluating your solved expression with $y$.

### 2.1.3 Graphs of Inverse Functions

The definition of the inverse function implies that if $(x, y)$ lies on the graph of $y=f(x)$ then $(y, x)$ will lie on the graph of $f^{-1}$. Geometrically this means that the graph of $f^{-1}$ may be obtained by reflecting the graph of $f$ about the line $y=x$.


Graphically a discontinuity in $f$ would imply a discontinuity in $f^{-1}$ and vice versa. We have the following theorem.

Theorem 2-2: Suppose $f$ is a one-to-one continuous function defined on an interval then its inverse $f^{-1}$ is also continuous.

### 2.1.4 Derivative of an Inverse Function

If we let $g(x)$ be the inverse of $f$ then our earlier relationship $x=f\left(f^{-1}(x)\right)=f(g(x))$. Differentiating the left side with respect to $x$ just gives 1 . Differentiating the right side of the equation with respect to $x$ can be done with the Chain Rule. Solving for the derivative $g^{\prime}(a)$ gives the following result.

Theorem 2-3: Suppose $f$ is a one-to-one differentiable function with inverse $g=f^{-1}$. If $f^{\prime}(g(a)) \neq 0$ then the inverse function is differentiable at $a$ with

$$
g^{\prime}(a)=\frac{1}{f^{\prime}(g(a))}
$$

More generally the derivative of the inverse function is

$$
g^{\prime}(x)=\frac{1}{f^{\prime}(g(x))}
$$

## Example 2-5

For the function $f(x)=x^{2}+1, x \geq 0$ :

1. Show that $f$ is one-to-one.
2. Calculate $g=f^{-1}$ and find its domain and range.
3. Calculate $g^{\prime}(5)$ using your result from part 2.
4. Find $g^{\prime}(5)$ from the formula $g^{\prime}(x)=\frac{1}{f^{\prime}(g(x))}$.

## Solution:

1. Using the definition of one-to-one:

$$
\begin{aligned}
f\left(x_{1}\right)=f\left(x_{2}\right) & \Longrightarrow x_{1}^{2}+1=x_{2}^{2}+1 \\
& \Longrightarrow x_{1}^{2}-x_{2}^{2}=0 \\
& \Longrightarrow\left(x_{1}-x_{2}\right)\left(x_{1}+x_{2}\right)=0 \\
& \Longrightarrow x_{1}=x_{2} \text { or } x_{1}=-x_{2}
\end{aligned}
$$

Since the domain of $f$ is restricted to $x \geq 0, x_{1}=-x_{2}$ is not possible as one of the numbers would necessarily be negative, except in the case of $x_{1}=x_{2}=0$. We conclude $f$ is one-to-one.
2. Solve $y=f(x)$ for x :

$$
\begin{aligned}
y=f(x) \Longrightarrow & y=x^{2}+1 \Longrightarrow x^{2}=y-1 \\
\Longrightarrow & x= \pm \sqrt{y-1} \quad(\leftarrow \text { Reject negative due to domain of } f .) \\
\Longrightarrow & x=\sqrt{y-1} \\
& \text { Exchange } x \text { and } y \Longrightarrow y=\sqrt{x-1} \\
& \text { Therefore } g(x)=f^{-1}(x)=\sqrt{x-1}
\end{aligned}
$$

Domain of $g$ requires $x-1 \geq 0 \Longrightarrow x \geq 1$. So $D_{g}=[1, \infty)$. Range of $g$ equals the domain of $f$ and so $R_{g}=[0, \infty)$.
3. Differentiating using the Chain Rule gives:

$$
\begin{aligned}
g^{\prime}(x) & =\frac{1}{2}(x-1)^{-\frac{1}{2}}(1+0)=\frac{1}{2 \sqrt{x-1}} \\
\text { and so } g^{\prime}(5) & =\frac{1}{2 \sqrt{5-1}}=\frac{1}{4}
\end{aligned}
$$

4. Since $f^{\prime}(x)=2 x$ we have using the inverse derivative formula:

$$
g^{\prime}(5)=\frac{1}{f^{\prime}(g(5))}=\frac{1}{f^{\prime}(\sqrt{5-1})}=\frac{1}{f^{\prime}(2)}=\frac{1}{2(2)}=\frac{1}{4}
$$

## Further Questions:

For the function $f(x)=\frac{1}{x-1}$ :

1. Show that $f$ is one-to-one.
2. Calculate $g=f^{-1}$ and find its domain and range.

3 . Calculate $g^{\prime}(2)$ using your result from part 2.
4. Find $g^{\prime}(2)$ from the formula $g^{\prime}(x)=\frac{1}{f^{\prime}(g(x))}$.

## Example 2-6

Find $\left(f^{-1}\right)^{\prime}(a)$ for the given $a$ :

1. $f(x)=x^{3}+4 x+3, a=-2$
2. $f(x)=\frac{x^{3}}{x^{2}+4}, a=-\frac{1}{5}$

## Solution:

1. $f^{\prime}(x)=3 x^{2}+4>0$ on $(-\infty, \infty) \Longrightarrow f(x)$ has an inverse

$$
\left(f^{-1}\right)^{\prime}(-2)=\frac{1}{f^{\prime}\left(f^{-1}(2)\right)}
$$

We need to find $f^{-1}(-2)$. To do so, call the unknown value $w$, use the properties of the inverse to get an equation for it, and then solve for $w$ as follows:

$$
\begin{aligned}
f^{-1}(-2) & =w \Longrightarrow f(w)=-2 \Longrightarrow w^{3}+4 w+3=-2 \\
& \Longrightarrow w=-1 \text { (By inspection or direct solution.) } \\
f^{\prime}\left(f^{-1}(-2)\right) & =f^{\prime}(-1)=3(-1)^{2}+4=3+4=7
\end{aligned}
$$

Therefore $\left(f^{-1}\right)^{\prime}(-2)=\frac{1}{f^{\prime}\left(f^{-1}(-2)\right)}=\frac{1}{7}$
2. $f^{\prime}(x)=\frac{3 x^{2}\left(x^{2}+4\right)-x^{3}(2 x)}{\left(x^{2}+4\right)^{2}}=\frac{x^{4}+12 x^{2}}{\left(x^{2}+4\right)^{2}}$

$$
\begin{aligned}
\left(f^{-1}\right)^{\prime}\left(-\frac{1}{5}\right) & =\frac{1}{f^{\prime}\left(f^{-1}\left(-\frac{1}{5}\right)\right)} \\
f^{-1}\left(-\frac{1}{5}\right) & =w \Longrightarrow f(w)=-\frac{1}{5} \Longrightarrow \frac{w^{3}}{w^{2}+4}=-\frac{1}{5} \\
& \Longrightarrow 5 w^{3}+w^{2}-4=0 \Longrightarrow w=-1 \\
f^{\prime}(-1) & =\frac{(-1)^{4}+12(-1)^{2}}{\left((-1)^{2}+4\right)^{2}}=\frac{1+12}{5^{2}}=\frac{13}{25}
\end{aligned}
$$

Therefore $\left(f^{-1}\right)^{\prime}\left(-\frac{1}{5}\right)=\frac{1}{f^{\prime}\left(f^{-1}\left(-\frac{1}{5}\right)\right)}=\frac{1}{f^{\prime}(-1)}=\frac{1}{\frac{13}{25}}=\frac{25}{13}$

## Further Questions:

Find the following derivatives:

1. $\left(f^{-1}\right)^{\prime}(1)$ if $f(x)=x^{3}+x+1$.
2. $g^{\prime}(-1)$ if $f(x)=3 x-\cos x$ and $g=f^{-1}$.

### 2.1.5 Creating Invertible Functions

So far one-to-one (and hence invertible) functions seem uncommon. However this is only because we only considered functions defined on their natural domains, i.e. the set of numbers for which the function may be evaluated. We can choose to define a function with a smaller domain and by suitable restriction we can create a function that is one-to-one and hence invertible.

## Example 2-7

Define the function $f(x)$ to have the value $f(x)=x^{2}$ but only be defined on the domain $A=[0, \infty)$. Since $f$ is increasing everywhere on this interval it is one-to-one and hence has an inverse, $f^{-1}(x)=$ $x^{\frac{1}{2}}=\sqrt{x}$. If we restricted the domain to be $A=(-\infty, 0]$ the inverse would be $f^{-1}(x)=-\sqrt{|x|}$ !

## Exercise 2-1

1-4: Show that the given function is one-to-one and find its inverse.

1. $f(x)=2 x^{3}+5$
2. $f(x)=\frac{2 x}{3 x-1}$
3. $f(x)=\sqrt{2 x-3}$
4. $f(x)=\left(x^{3}+2\right)^{7}$

5-7: In the following problems
(a) Show that $f$ is one-to-one.
(b) Find $f^{-1}(x)$ and state the domain and range of $f^{-1}$.
5. $f(x)=x^{5}+4$
7. $f(x)=\frac{\sqrt{x}+1}{\sqrt{x}+2}$
6. $f(x)=\frac{x+3}{2 x+1}$

8-10: Find $\left(f^{-1}\right)^{\prime}(a)$ for the given $a$.
8. $f(x)=2 x^{3}+5, a=7$
9. $f(x)=2 x^{5}+\sin x+4, a=4$
10. $f(x)=\sqrt[3]{x}+x+1, a=11$

### 2.2 Exponential Functions

If we write the number $2^{5}$, then this, recall, means $2 \times 2 \times 2 \times 2 \times 2$. We call 2 the base and 5 the exponent. We have already seen that one way to create a function is to replace the base with a variable. This produces power functions like

$$
f(x)=x^{2} \quad y=x^{\frac{1}{2}}=\sqrt{x} \quad y=x^{-1}=\frac{1}{x}
$$

In general, a power function is of the form $y=x^{r}$ where $r$ is any real constant.
If, on the other hand, we let the exponent be a variable and the base a constant, like:

$$
f(x)=2^{x}, y=(1 / 2)^{x}
$$

we get exponential functions.

Definition: Let $a>0$. The function

$$
f(x)=a^{x}
$$

is an exponential function.

The graph of an exponential function has the following form depending on whether $a$ is greater than or less than 1. Two typical values of $a$ are shown.


Notes:

1. If $x=0$ then $a^{x}=a^{0}=1$. Therefore all exponential functions go through the point $(0,1)$.
2. If $x=n$, a positive integer then $a^{x}=a^{n}=\underbrace{a \cdot a \cdot \ldots \cdot a}_{n \text { times }}$.
3. If $x=-n, n$ a positive integer, then $a^{x}=a^{-n}=\frac{1}{a^{n}}$.
4. If $x=\frac{1}{n}$, $n$ a positive integer, then $a^{x}=a^{\frac{1}{n}}=\sqrt[n]{a}$. (Hence $a<0$ is excluded.)
5. If $x$ is rational, $x=\frac{p}{q}$, then $a^{x}=a^{\frac{p}{q}}=\left(a^{p}\right)^{\frac{1}{q}}=\sqrt[q]{a^{p}}$.
6. If $a \neq 1$ (and $a>0$ ) then $f(x)=a^{x}$ is a continuous function with domain $\mathbb{R}$ and range $(0, \infty)$.
7. If $0<a<1$ then $f(x)=a^{x}$ is a decreasing function.
8. If $a>1$ then $f(x)=a^{x}$ is an increasing function.
9. If $a, b>0$ and $x, y \in \mathbb{R}$ then (a) $a^{x} a^{y}=a^{x+y}$ (b) $\frac{a^{x}}{a^{y}}=a^{x-y}$ (c) $\left(a^{x}\right)^{y}=a^{x y}$ (d) ( $\left.a b\right)^{x}=a^{x} b^{x}$. These relations are readily apparent when one considers $x$ and $y$ as positive integers.

For two bases greater than one the base which is larger is the steeper curve while for two bases less than one the base which is smaller is steeper.


As depicted in the previous graphs, we have the following limits:
Theorem 2-4: For exponential functions we have the following limits at infinity : If $a>1$, then $\lim _{x \rightarrow-\infty} a^{x}=0$ and $\lim _{x \rightarrow \infty} a^{x}=\infty$.
If $0<a<1$, then $\lim _{x \rightarrow-\infty} a^{x}=\infty$ and $\lim _{x \rightarrow \infty} a^{x}=0$.

So the $x$-axis is a horizontal asymptote for $a^{x}$ provided $a>0, a \neq 1$.

### 2.2.1 The Natural Exponential Function

Consider the derivative of $f(x)=a^{x}$ :

$$
f^{\prime}(x)=\lim _{h \rightarrow 0} \frac{a^{x+h}-a^{x}}{h}=\lim _{h \rightarrow 0} \frac{a^{x} a^{h}-a^{x}}{h}=\left(\lim _{h \rightarrow 0} \frac{a^{h}-1}{h}\right) a^{x}
$$

where here we are able to pull out the $a^{x}$ from the limit because $a^{x}$ does not involve the limit variable $h$. The result shows the derivative is proportional to the function $f(x)=a^{x}$ itself with constant of proportionality $c$ given by the evaluation of the limit:

$$
c=\lim _{h \rightarrow 0} \frac{a^{h}-1}{h}
$$

Due to the presence of the constant $a$ in the limit, one anticipates correctly that the constant $c$ depends on the choice of base $a$. Interestingly, one can ask the question if there is some choice of base $a$ for which the constant is $c=1$. The answer is yes, the base is given by Euler's Number :

$$
e=2.71828 \ldots
$$

for which we have that $c=1$ in the above limit:

$$
\lim _{h \rightarrow 0} \frac{e^{h}-1}{h}=1
$$

More constructively, as opposed to $e$ being the solution of such a limit equation, it will be shown that $e$ may be written as the following limit:

$$
e=\lim _{h \rightarrow 0}(1+h)^{\frac{1}{h}}
$$

or, setting $h=1 / n$,

$$
e=\lim _{n \rightarrow \infty}\left(1+\frac{1}{n}\right)^{n}
$$

Definition: If $a=e=2.71828 \ldots$, then $f(x)=e^{x}$ is the natural exponential function.

Since $e=2.71 \ldots>1$ the natural exponential function shares all the aforementioned properties of $f(x)=a^{x}$ where $a>1$. (i.e. continuous, increasing function with domain $\mathbb{R}$, range ( $0, \infty$ ), limits, etc.)


You should identify the natural exponential key $e^{x}$ on your calculator.

### 2.2.2 Derivative of $e^{x}$

Furthermore from the preceding discussion we have the important result:
Theorem 2-5: The derivative of the natural exponential function is:

$$
\frac{d}{d x} e^{x}=e^{x}
$$

Proof is, as above,

$$
\frac{d}{d x} e^{x}=\lim _{h \rightarrow 0} \frac{e^{x+h}-e^{x}}{h}=\lim _{h \rightarrow 0} \frac{e^{x} e^{h}-e^{x}}{h}=\left(\lim _{h \rightarrow 0} \frac{e^{h}-1}{h}\right) e^{x}=(1) e^{x}=e^{x}
$$

A corollary of this theorem, applying the Chain Rule to the function $e^{u}$ with $u=g(x)$ is:
Theorem 2-6: $\quad \frac{d}{d x} e^{u}=e^{u} \frac{d u}{d x} \quad$ or $\quad \frac{d}{d x}\left[e^{g(x)}\right]=e^{g(x)} g^{\prime}(x)$

## Example 2-8

Differentiate the following functions:

1. $f(x)=e^{x^{2}+5}$
2. $y=\cos \left(e^{2 x}\right)$
3. $f(t)=\left(t^{2}+5\right) e^{t^{3}}$
4. $2 x y^{2}+x e^{y}=e^{3 x}$

## Solution:

1. $f(x)=e^{x^{2}+5}$

Using the Chain Rule:

$$
\begin{aligned}
f^{\prime}(x) & =e^{x^{2}+5}\left(x^{2}+5\right)^{\prime}=e^{x^{2}+5}(2 x+0) \\
& =2 x e^{x^{2}+5}
\end{aligned}
$$

2. $y=\cos \left(e^{2 x}\right)$

$$
\begin{aligned}
y^{\prime} & =-\sin \left(e^{2 x}\right)\left(e^{2 x}\right)^{\prime}=-\sin \left(e^{2 x}\right) e^{2 x}(2) \\
& =-2 e^{2 x} \sin \left(e^{2 x}\right)
\end{aligned}
$$

3. $f(t)=\left(t^{2}+5\right) e^{t^{3}}$

Using Product and Chain Rules:

$$
\begin{aligned}
f^{\prime}(t) & =2 t e^{t^{3}}+\left(t^{2}+5\right) e^{t^{3}}\left(3 t^{2}\right) \\
& =2 t e^{t^{3}}+\left(3 t^{4}+15 t^{2}\right) e^{t^{3}}
\end{aligned}
$$

4. $2 x y^{2}+x e^{y}=e^{3 x}$

Using implicit differentiation we have:

$$
\begin{aligned}
2 y^{2}+4 x y^{\prime}+e^{y}+x e^{y} y^{\prime} & =3 e^{3 x} \\
\Longrightarrow\left(4 x+x e^{y}\right) y^{\prime} & =3 e^{3 x}-2 y^{2}-e^{y} \\
\Longrightarrow y^{\prime} & =\frac{3 e^{3 x}-2 y^{2}-e^{y}}{4 x+x e^{y}}
\end{aligned}
$$

## Further Questions:

Find $\frac{d y}{d x}$ for the following:

1. $y=e^{2 x}$
2. $y=e^{x^{3}+x}$
3. $y=e^{\sec x}+\sec \left(e^{x}\right)$
4. $y=e^{x^{4}} \sin \left(x^{2}+1\right)$
5. $x y+e^{x}=2 x y^{2}$

### 2.2.3 Integral of $e^{x}$

Since $\frac{d}{d x} e^{x}=e^{x}$, we have the following:
Theorem 2-7: The indefinite integral of $e^{x}$ is

$$
\int e^{x} d x=e^{x}+C
$$

## Example 2-9

Evaluate the following integrals:

1. $\int e^{6 x} d x$
2. $\int e^{x} \cos \left(e^{x}\right) d x$
3. $\int_{0}^{1} x e^{x^{2}+1} d x$
4. $\int \frac{e^{4 x}}{\sqrt{2+e^{4 x}}} d x$

## Solution:

1. Using substitution $u=6 x$ so $d u=6 d x \Longrightarrow \frac{1}{6} d u=d x$ one has:

$$
\int e^{6 x} d x=\int \frac{1}{6} e^{u} d u=\frac{1}{6} e^{u}+C=\frac{1}{6} e^{6 x}+C
$$

2. Using substitution $u=e^{x}$ so $d u=e^{x} d x$ :

$$
\int e^{x} \cos \left(e^{x}\right) d x=\int \cos u d u=\sin u+C=\sin \left(e^{x}\right)+C
$$

3. Let $u=x^{2}+1$ so $d u=2 x d x \Longrightarrow \frac{1}{2} d u=x d x$ and change limits:

$$
\begin{aligned}
x & =0 \Longrightarrow u=1 \\
x & =1 \Longrightarrow u=2 \\
\int_{0}^{1} x e^{x^{2}+1} d x & =\int_{1}^{2} e^{u} \frac{1}{2} d u=\left.\frac{1}{2} e^{u}\right|_{1} ^{2}=\frac{1}{2}\left(e^{2}-e^{1}\right)=\frac{1}{2}\left(e^{2}-e\right)
\end{aligned}
$$

4. Let $u=2+e^{4 x}$ so $d u=4 e^{4 x} d x \Longrightarrow \frac{1}{4} d u=e^{4 x} d x$ :

$$
\begin{aligned}
\int \frac{e^{4 x}}{2+e^{4 x}} d x & =\frac{1}{4} \int \frac{1}{\sqrt{u}} d u=\frac{1}{4} \int u^{-1 / 2} d u=\frac{1}{4}(2) u^{1 / 2}+C \\
& =\frac{1}{2} \sqrt{2+e^{4 x}}+C
\end{aligned}
$$

## Further Questions:

Evaluate the following integrals:

1. $\int e^{2 x} d x$
2. $\int x^{3} e^{x^{4}+1} d x$
3. $\int_{0}^{1} e^{-x} d x$
4. $\int \frac{2 e^{x}}{\left(1+e^{x}\right)^{2}} d x$
5. $\int \frac{2+3 e^{x}}{e^{x}} d x$
6. $\int \frac{1-4 e^{3 x}}{e} d x$

### 2.2.4 Simplifying Exponential Expressions

Using the rules of exponents we are often able to consolidate expressions involving several exponents into an expression involving one exponent.

## Example 2-10

The expression $\frac{e^{2} \sqrt{e^{x}}}{\left(2 e^{x}\right)^{3}}$ may be simplified as follows:

$$
\begin{aligned}
\frac{e^{2} \sqrt{e^{x}}}{\left(2 e^{x}\right)^{3}} & =\frac{e^{2}\left(e^{x}\right)^{\frac{1}{2}}}{2^{3}\left(e^{x}\right)^{3}} \quad\left(\text { since } \sqrt[n]{a}=a^{\frac{1}{n}},(a b)^{x}=a^{x} b^{x}\right) \\
& =\frac{e^{2} e^{\frac{1}{2} x}}{2^{3} e^{3 x}} \quad\left(\text { since }\left(a^{x}\right)^{y}=a^{x y}\right) \\
& =\frac{e^{2+\frac{1}{2} x}}{8 e^{3 x}} \quad\left(\text { since } a^{x} a^{y}=a^{x+y}\right) \\
& =\frac{1}{8} e^{2+\frac{1}{2} x-3 x} \quad\left(\text { since } \frac{a^{x}}{a^{y}}=a^{x-y}\right) \\
& =\frac{1}{8} e^{2-\frac{5}{2} x}
\end{aligned}
$$

The usefulness in consolidating exponents in this manner is clear when solving equations.

## Example 2-11

Solving the equation

$$
\frac{e^{2} \sqrt{e^{x}}}{\left(2 e^{x}\right)^{3}}=\frac{1}{2}
$$

Is equivalent, by using our previous result and multiplying both sides by 8 , to

$$
e^{2-\frac{5}{2} x}=4
$$

Now if we could apply an inverse to the natural exponential function on both sides we could solve for $x$.

## Exercise 2-2

Answers:
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4-10: Differentiate the given function.
4. $f(x)=\left(x^{4}+1\right) e^{-2 x}$
5. $g(t)=\frac{2 t^{2}+e^{3 t}}{t^{2} e^{3 t}}$
6. $y=\frac{e^{x}+1}{e^{x}+3}$
7. $f(x)=\cos \left(e^{2 x}+x\right)$
8. $g(x)=\tan \left(e^{x}\right)+e^{\tan x}$
9. $y=\sin \sqrt{x^{2}+e^{2 x}}$
10. $f(x)=\frac{e^{x}+e^{-x}}{e^{x}+3 e^{-x}}$

1. $\lim _{x \rightarrow-\infty} e^{-x}$
2. $\lim _{x \rightarrow \infty} e^{-x^{6}}$
3. $\lim _{x \rightarrow \infty} 5^{e^{-x}}$
$\qquad$

11-12: Find the equation of the tangent line to the curve at the given point.
11. $y=x-e^{-x}, \quad(0,-1)$
12. $x-x y+e^{y}+e^{x}=2 e,(1,1)$

13-20: Evaluate the given integral.
13. $\int\left(e^{2 x}+e^{-x}\right)^{2} d x$
17. $\int_{0}^{1} \frac{e^{3 x}}{\left(e^{3 x}+2\right)^{2}} d x$
14. $\int x e^{x^{2}} d x$
18. $\int_{1}^{4} \frac{e^{\sqrt{x}}}{\sqrt{x}} d x$
15. $\int e^{x} \sin \left(e^{x}\right) d x$
19. $\int\left(1+e^{\tan x}\right) \sec ^{2} x d x$
16. $\int \frac{\left(e^{2 x}+1\right)^{2}}{e^{x}} d x$
20. $\int \frac{1}{\left(e^{x}+e^{-x}\right)^{2}} d x$

### 2.3 Logarithmic Functions

We finished the last section by suggesting that inverses of exponential functions would be useful for, among other things, solving equations involving exponentials. Since the exponential function $f(x)=a^{x}$ with constant $a>0$ and $a \neq 1$ is either everywhere decreasing $(0<a<1)$ or increasing $(1<a)$ on open interval $\mathbb{R}=(-\infty, \infty)$, the exponential function is one-to-one and hence has an inverse function $f^{-1}$.

Definition: Given constant $a>0, a \neq 0$, the logarithmic function of base $a$, written $\log _{a} x$ is defined by

$$
\log _{a} x=y \Longleftrightarrow a^{y}=x
$$

That is, it is the inverse of the exponential function $f(x)=a^{x}$.

In words, the logarithm of a value $x$ to a base $a$ is the exponent to which you must take $a$ to get $x$.
For the case $a>1$, which, as you recall, is the case for $a=e=2.71 \ldots$, a representative graph of $y=a^{x}$ and its inverse $y=\log _{a} x$ are as follows:


For base $a>1$ we saw that larger values of $a$ led to steeper $y=a^{x}$ curves, it follows that larger values of $a$ will make the logarithmic curves more horizontal in this case:


### 2.3.1 Logarithmic Function Properties

Because of their relationship to exponentials as inverses the following are true for logarithmic functions:

1. $y=\log _{a} x$ has domain $(0, \infty)$ and range $\mathbb{R}$.
2. $y=\log _{a} x$ is continuous on its domain.
3. $y=f(x)=\log _{a} x$ is one-to-one with inverse function $f^{-1}(x)=a^{x}$.
4. $\log _{a}(1)=0$
5. The following limits hold (see graph for $a>1$ case):

- If $0<a<1$ then $f(x)=\log _{a}(x)$ is a decreasing function with

$$
\lim _{x \rightarrow 0^{+}} \log _{a} x=+\infty \quad \lim _{x \rightarrow \infty} \log _{a} x=-\infty
$$

- If $a>1$, then $f(x)=\log _{a}(x)$ is an increasing function with

$$
\lim _{x \rightarrow 0^{+}} \log _{a} x=-\infty \quad \lim _{x \rightarrow \infty} \log _{a} x=\infty
$$

Note the $y$-axis is a vertical asymptote in either case.
6. The following inverse relations hold:

$$
\begin{aligned}
\log _{a}\left(a^{x}\right) & =x \text { for any } x \text { in } \mathbb{R} \\
a^{\log _{a} x} & =x \text { for any } x>0
\end{aligned}
$$

The special multiplication, division, and power laws of exponents induce the following important logarithmic results.

Theorem 2-8: For $x>0$ and $y>0$ and any real number $r$ the following hold:

1. $\log _{a}(x y)=\log _{a} x+\log _{a} y$
2. $\log _{a}\left(\frac{x}{y}\right)=\log _{a} x-\log _{a} y$
3. $\log _{a}\left(x^{r}\right)=r \log _{a} x$

To prove the theorem note that if $x>0$ and $y>0$ then $m=\log _{a} x$ and $n=\log _{a} y$ exist and, exponentiating both sides, it follows that $x=a^{m}$ and $y=a^{n}$. Evaluating the first equation's left hand side we have:

$$
\log _{a}(x y)=\log _{a}\left(a^{m} a^{n}\right)=\log _{a}\left(a^{m+n}\right)=m+n=\log _{a} x+\log _{a} y
$$

The other conclusions are similarly proven.
These results can be used to simplify logarithmic expressions:

## Example 2-12

Simplify the following:

1. $\log _{5} 50+\log _{5} 2-\log _{5} 4$
2. $5 \log \left(10^{4}\right)-6 \log (\sqrt{10})+2 \log \left(10^{3 / 2}\right)$

## Solution:

1. $\log _{5} 50+\log _{5} 2-\log _{5} 4=\log _{5}\left(\frac{(50)(2)}{4}\right)=\log _{5}(25)=\log _{5}\left(5^{2}\right)=2$
2. Recalling that by convention $\log$ means $\log _{10}$ we have:

$$
\begin{aligned}
5 \log \left(10^{4}\right)-6 \log (\sqrt{10})+2 \log \left(10^{3 / 2}\right) & =(5)(4) \log (10)-6 \frac{1}{2} \log 10+2 \frac{3}{2} \log 10 \\
& =20(1)-3(1)+3(1)=20-3+3=20
\end{aligned}
$$

## Further Questions:

Simplify the following:

1. $\log _{2} 4+\log _{2} 10-\log _{2} 5$
2. $\log _{5} 3+\log _{5} 3^{4}+\log _{5} 1$

### 2.3.2 The Natural Logarithmic Function

Definition: The logarithmic function with base $a$ equal to $e=2.71 \ldots$ is called the natural logarithmic function and is denoted by $\ln x$. In symbols:

$$
\ln x=\log _{e} x
$$

All the properties for a logarithm with base $a>1$ apply to the natural logarithm. In terms of the notation for natural logarithms and exponentials we have the definition:

$$
\ln x=y \Longleftrightarrow e^{y}=x
$$

and the properties :

$$
\begin{aligned}
\ln e & =1 \\
\ln e^{x} & =x \quad(x \in \mathbb{R}) \\
e^{\ln x} & =x \quad(x>0) \\
\ln (x y) & =\ln x+\ln y \quad(x, y>0) \\
\ln \left(\frac{x}{y}\right) & =\ln x-\ln y \quad(x, y>0) \\
\ln \left(x^{r}\right) & =r \ln x \quad(x>0, r \in \mathbb{R})
\end{aligned}
$$

Note the following:

$$
\begin{aligned}
& \log _{a}(x+y) \neq \log _{a} x+\log _{a} y \\
& \log _{a}(x-y) \neq \log _{a} x-\log _{a} y
\end{aligned}
$$

In the specific case of natural logarithms $(a=e)$ :

$$
\begin{aligned}
& \ln (x+y) \neq \ln x+\ln y \\
& \ln (x-y) \neq \ln x-\ln y
\end{aligned}
$$

You should identify the natural logarithm key $\ln$ on your calculator. Note that the key $\log$ on the calculator means base 10 logarithm $\log _{10} x .^{1}$

## Example 2-13

Simplify the following:

1. $\ln (\sqrt{e})+2 \ln (3 e)-\ln \left(e^{5}\right)$
2. $\ln \left(\frac{1}{e^{3 / 2}}\right)$

## Solution:

1. $\ln (\sqrt{e})+2 \ln (3 e)-\ln \left(e^{5}\right)=\ln \left(e^{\frac{1}{2}}\right)+2(\ln 3+\ln e)-5=\frac{1}{2}+2(\ln 3+1)-5=-\frac{5}{2}+2 \ln 3$
2. $\ln \left(\frac{1}{e^{3 / 2}}\right)=\ln 1-\ln \left(e^{3 / 2}\right)=0-\frac{3}{2} \ln e=-\frac{3}{2}(1)=-\frac{3}{2}$

## Further Questions:

Simplify the following:

1. $\ln 5+2 \ln 3+\ln 1$
2. $\frac{1}{2} \ln (4 t)-\ln \left(t^{2}+1\right)$
3. $e^{\ln \left(x^{2}+1\right)}+3 x^{2}-5$

### 2.3.3 Solving Exponential and Logarithmic Equations

Solving equations involving logarithmic or exponential functions typically involves using properties of these functions to simplify those expressions involving the variable and then applying the appropriate inverse function to undo the exponential or logarithm. Finally one may solve for the variable. ${ }^{2}$

## Example 2-14

We saw that the equation

$$
\frac{e^{2} \sqrt{e^{x}}}{\left(2 e^{x}\right)^{3}}=\frac{1}{2}
$$

could be written, using properties of exponentials, as

$$
e^{2-\frac{5}{2} x}=4
$$

Applying $\ln$, the inverse of the exponential $e^{x}$, to both sides of the equation, gives

$$
2-\frac{5}{2} x=\ln 4
$$

Solving for $x$ gives

$$
x=\frac{2}{5}(2-\ln 4) .
$$

[^0]
## Example 2-15

Solve the following equations for $x$.

1. $e^{2 x+5}=3$
2. $\ln (\ln x)=2$
3. $\ln (x-2)=2+\ln (x-3)$

## Solution:

1. $e^{2 x+5}=3$

Take the natural logarithm of both sides.

$$
\begin{aligned}
\ln \left(e^{2 x+5}\right) & =\ln 3 \\
& \Longrightarrow 2 x+5=\ln 3 \\
& \Longrightarrow 2 x=\ln 3-5 \\
& \Longrightarrow x=\frac{1}{2}(\ln 3-5)
\end{aligned}
$$

2. $\ln (\ln x)=2$

Exponentiate both sides.

$$
e^{\ln (\ln x)}=e^{2} \Longrightarrow \ln x=e^{2}
$$

Exponentiate both sides again.

$$
e^{\ln x}=e^{\left(e^{2}\right)} \Longrightarrow x=e^{\left(e^{2}\right)}
$$

Note that by convention we can write $e^{\left(e^{2}\right)}=e^{e^{2}}$ (without parentheses). This is because $\left(e^{e}\right)^{2}$ would just be written $e^{2 e}$ using our rules of exponents. In general, remember parentheses when you ladder exponents if you do not remember the convention.
3. $\ln (x-2)=2+\ln (x-3)$

First simplify the expression.

$$
\begin{aligned}
\ln (x-2)-\ln (x-3) & =2 \\
\ln \left(\frac{x-2}{x-3}\right) & =2
\end{aligned}
$$

Next exponentiate both sides.

$$
\begin{aligned}
e^{\ln \left(\frac{x-2}{x-3}\right)}=e^{2} & \Longrightarrow \frac{x-2}{x-3}=e^{2} \Longrightarrow x-2=e^{2} x-3 e^{2} \\
& \Longrightarrow x-e^{2} x=2-3 e^{2} \Longrightarrow x\left(1-e^{2}\right)=2-3 e^{2} \\
& \Longrightarrow x=\frac{2-3 e^{2}}{1-e^{2}}
\end{aligned}
$$

## Further Questions:

Solve the following equations for $x$ :

1. $5 e^{x-3}=4$
2. $\ln \left(x^{2}-3\right)=0$
3. $4 e^{x} e^{-2 x}=6$
4. $\ln (2 \ln x-5)=0$
5. $e^{x^{2}-5 x+6}=1$
6. $3 e^{2 x-4}=10$
7. $\ln \left(\frac{x-2}{x-1}\right)=1+\ln \left(\frac{x-3}{x-1}\right)$

The following relates logarithms in other bases to the natural logarithm .
Theorem 2-9: For $a>0, a \neq 1$ we have:

$$
\log _{a} x=\frac{\ln x}{\ln a}
$$

Proof comes from observing that since $a^{\log _{a} x}=x$ we can take the natural logarithm of both sides and then use the power rule for the natural logarithm to get

$$
\left(\log _{a} x\right)(\ln a)=\ln x
$$

Solving for $\log _{a} x$ gives our result.
This theorem is useful for evaluating an arbitrary base $a$ logarithm on a calculator.

## Example 2-16

Write in terms of the natural logarithm (ln):

1. $\log _{12} 5$
2. $\log _{2}\left(e^{5 x}\right)$
3. $\log _{x}\left(x^{2}+2 x+1\right)$

## Solution:

1. $\log _{12} 5=\frac{\ln 5}{\ln 12}$
2. $\log _{2}\left(e^{5 x}\right)=\frac{\ln \left(e^{5 x}\right)}{\ln 2}=\frac{5 x}{\ln 2}$
3. $\log _{x}\left(x^{2}+2 x+1\right)=\frac{\ln \left(x^{2}+2 x+1\right)}{\ln x}=\frac{\ln \left((x+1)^{2}\right)}{\ln x}=\frac{2 \ln (x+1)}{\ln x}$

## Further Questions:

Write in terms of the natural logarithm (ln):

1. $\log _{5} 7$
2. $\log _{20}\left(x^{2}+1\right)$
3. $\log _{10}\left(e^{2 x}\right)$

### 2.3.4 Derivative of the Natural Logarithmic Function

Theorem 2-10: The derivative of the natural logarithmic function is

$$
\frac{d}{d x}(\ln x)=\frac{1}{x}
$$

To prove the theorem note that if $y=\ln x$ then by definition of the logarithm as an inverse we have

$$
e^{y}=x
$$

Differentiating this implicit equation with respect to $x$ on both sides gives

$$
e^{y} y^{\prime}=1
$$

and so

$$
y^{\prime}=\frac{d y}{d x}=\frac{1}{e^{y}}=\frac{1}{x}
$$

A corollary of this result, applying the Chain Rule to the function $\ln u$ with $u=g(x)$ is
Theorem 2-11: $\quad \frac{d}{d x} \ln u=\frac{1}{u} \frac{d u}{d x} \quad$ or $\quad \frac{d}{d x} \ln [g(x)]=\frac{g^{\prime}(x)}{g(x)}$

## Example 2-17

Find the derivative of the given functions.

1. $y=\ln \left(x^{3}+e^{x}\right)$
2. $f(x)=\ln (\tan x)$
3. $f(t)=e^{2 t+\ln t}$

## Solution:

In each of the following we use the Chain Rule.

1. $y=\ln \left(x^{3}+e^{x}\right)$

$$
y^{\prime}=\frac{1}{x^{3}+e^{x}}\left(x^{3}+e^{x}\right)^{\prime}=\frac{3 x^{2}+e^{x}}{x^{3}+e^{x}}
$$

2. $f(x)=\ln (\tan x)$

$$
f^{\prime}(x)=\frac{(\tan x)^{\prime}}{\tan x}=\frac{\sec ^{2} x}{\tan x}
$$

3. $f(t)=e^{2 t+\ln t}$

$$
f^{\prime}(t)=e^{2 t+\ln t}(2 t+\ln t)^{\prime}=\left(2+\frac{1}{t}\right) e^{2 t+\ln t}
$$

## Further Questions:

Differentiate the following functions:

1. $y=\ln \left(x^{2}-3 x+1\right)$
2. $y=\ln (x+\ln x)$
3. $y=\ln \left(\frac{x+1}{\sqrt{x+2}}\right)$
4. $y=e^{(2+x \ln x)}$

### 2.3.5 Derivatives Using Arbitrary Bases

Theorem 2-12: The derivative of the logarithm function to base $a>0(a \neq 1)$ is

$$
\frac{d}{d x}\left(\log _{a} x\right)=\frac{1}{x \ln a} \quad \frac{d}{d x}\left[\log _{a} g(x)\right]=\frac{g^{\prime}(x)}{g(x) \ln a}
$$

Proof of the former derivative follows from the identity $\log _{a} x=\frac{\ln x}{\ln a}$ :

$$
\frac{d}{d x}\left(\log _{a} x\right)=\frac{d}{d x}\left(\frac{\ln x}{\ln a}\right)=\frac{d}{d x}\left(\frac{1}{\ln a} \cdot \ln x\right)=\frac{1}{\ln a} \cdot \frac{d}{d x}(\ln x)=\frac{1}{\ln a} \cdot \frac{1}{x}=\frac{1}{x \ln a}
$$

Here note that we used that $\frac{1}{\ln a}$ is constant since $a$ is constant. The latter derivative in the theorem follows from the Chain Rule applied to this former result.

Theorem 2-13: The derivative of an exponential function with base $a>0, a \neq 1$ is

$$
\frac{d}{d x} a^{x}=a^{x} \ln a \quad \frac{d}{d x}\left[a^{g(x)}\right]=a^{g(x)} g^{\prime}(x) \ln a
$$

Proof of the former derivative follows by the observation that by our inverse identies the base $a$ may be written $a=e^{\ln a}$ and using the Chain Rule:

$$
\frac{d}{d x}\left(a^{x}\right)=\frac{d}{d x}\left(e^{\ln a}\right)^{x}=\frac{d}{d x} e^{x \ln a}=e^{x \ln a} \frac{d}{d x}(x \ln a)=e^{x \ln a}(\ln a)=\left(e^{\ln a}\right)^{x}(\ln a)=a^{x} \ln a
$$

Once again the latter derivative given in the theorem is just the result arising from using the Chain Rule with the former result.

## Example 2-18

Differentiate the following functions.

1. $y=5^{x^{2}-3 x}$
2. $f(\theta)=\log _{3}(\sin \theta)$
3. $f(x)=\log _{5}\left(x^{2}+3 x\right)+10^{\ln x}$

## Solution:

1. $y=5^{x^{2}-3 x}$

$$
\begin{aligned}
y^{\prime} & =5^{x^{2}-3 x}(\ln 5)\left(x^{2}-3 x\right)^{\prime} \\
& =(2 x-3) \ln 5 \cdot 5^{x^{2}-3 x}
\end{aligned}
$$

2. $f(\theta)=\log _{3}(\sin \theta)$

$$
f^{\prime}(\theta)=\frac{1}{\sin (\theta) \ln 3} \cdot(\sin \theta)^{\prime}=\frac{\cos \theta}{(\ln 3) \sin \theta}
$$

3. $f(x)=\log _{5}\left(x^{2}+3 x\right)+10^{\ln x}$

We differentiate term by term to get:

$$
\begin{aligned}
f^{\prime}(x) & =\frac{1}{\left(x^{2}+3 x\right) \ln 5} \cdot\left(x^{2}+3 x\right)^{\prime}+\cdot 10^{\ln x} \ln (10)(\ln x)^{\prime} \\
& =\frac{2 x+3}{x^{2}+3 x} \cdot \frac{1}{\ln 5}+\frac{1}{x} \ln 10 \cdot 10^{\ln x}
\end{aligned}
$$

## Further Questions:

Differentiate the following functions:

1. $y=\log _{10}\left(3 x^{2}+e^{x}\right)$
2. $y=5^{2 e^{x}+3 x}$
3. $y=a^{3 x} \log _{4} x$
4. $y=4^{\cos x}$

### 2.3.6 Logarithmic Differentiation

Using the properties of logarithms makes taking derivatives of logarithms of products, quotients, and powers easy.

## Example 2-19

To differentiate $y=\ln \left[x\left(x^{2}+1\right)(x-3)\right]$ is easily done if we expand the logarithm first and then differentiate:

$$
\begin{aligned}
\frac{d y}{d x} & =\frac{d}{d x} \ln \left[x\left(x^{2}+1\right)(x-3)\right] \\
& =\frac{d}{d x}\left[\ln x+\ln \left(x^{2}+1\right)+\ln (x-3)\right] \\
& =\frac{1}{x}+\frac{2 x}{x^{2}+1}+\frac{1}{x-3}
\end{aligned}
$$

Wouldn't it be nice if when working with products, etc., we were always differentiating their logarithm? In logarithmic differentiation we take the logarithm of both sides of an equation before differentiating.

## Example 2-20

To differentiate $y=x\left(2 x^{3}+1\right)^{3}(x+5)^{\frac{1}{2}}\left(x^{2}+3 x-1\right)^{\frac{1}{3}}$ one could use the (generalized) Product Rule. Instead, try taking the logarithm of both sides of the equation to get:

$$
\ln y=\ln x+3 \ln \left(2 x^{3}+1\right)+\frac{1}{2} \ln (x+5)+\frac{1}{3} \ln \left(x^{2}+3 x-1\right)
$$

Next differentiate both sides of the equation with respect to $x$ to get:

$$
\frac{1}{y} y^{\prime}=\frac{1}{x}+3 \frac{6 x^{2}}{2 x^{3}+1}+\frac{1}{2} \frac{1}{x+5}+\frac{1}{3} \frac{2 x+3}{x^{2}+3 x-1}
$$

Multiplying both sides by $y$ and substituting in its value gives our derivative:

$$
y^{\prime}=\left[\frac{1}{x}+\frac{18 x^{2}}{2 x^{3}+1}+\frac{1}{2(x+5)}+\frac{2 x+3}{3\left(x^{2}+3 x-1\right)}\right] x\left(2 x^{3}+1\right)^{3}(x+5)^{\frac{1}{2}}\left(x^{2}+3 x-1\right)^{\frac{1}{3}}
$$

Note that implicit differentiation is used to differentiate the $\ln y$ that shows up on the left hand side of the equation with respect to $x$. This gives the $\frac{1}{y} y^{\prime}$ which is why we need to multiply both sides by $y$ (for which we have the function).

## Steps in Logarithmic Differentiation

1. Take logarithms of both sides of the equation $y=f(x)$.
2. Differentiate with respect to $x$ on both sides, remembering to use implicit differentiation on $\ln y$ to get $\frac{1}{y} y^{\prime}$.
3. Solve for $y^{\prime}$ and substitute $f(x)$ for $y$.

## Example 2-21

Differentiate the following using logarithmic differentiation:

1. $y=(x+2)^{e^{x}}$
2. $y=\frac{(2 x+5)^{9} \sqrt{x^{2}+3 x}}{e^{\sin x}}$
3. $f(x)=(\sin x+x)^{x}$

## Solution:

1. First take the logarithm of both sides of $y=(x+2)^{e^{x}}$.

$$
\begin{aligned}
\ln y & =\ln \left[(x+2)^{e^{x}}\right] \\
\Longrightarrow \ln y & =e^{x} \ln (x+2)
\end{aligned}
$$

Next differentiate both sides with respect to $x$.

$$
\begin{aligned}
\frac{1}{y} y^{\prime} & =e^{x} \ln (x+2)+e^{x} \frac{1}{x+2}(1+0) \\
\Longrightarrow y^{\prime}(x) & =\left[e^{x} \ln (x+2)+\frac{e^{x}}{x+2}\right] \underbrace{(x+2)^{e^{x}}}_{=y}
\end{aligned}
$$

2. Take the logarithm of $y=\frac{(2 x+5)^{9} \sqrt{x^{2}+3 x}}{e^{\sin x}}$ to get:

$$
\begin{aligned}
& \ln y=\ln \left[(2 x+5)^{9}\right]+\ln \left[\left(x^{2}+4 x\right)^{\frac{1}{2}}\right]-\ln \left[e^{\sin x}\right] \\
& \ln y=9 \ln (2 x+5)+\frac{1}{2} \ln \left(x^{2}+4 x\right)-\sin x
\end{aligned}
$$

Differentiate both sides with respect to $x$.

$$
\begin{aligned}
\frac{y^{\prime}}{y} & =9 \frac{2+0}{2 x+5}+\frac{1}{2} \frac{2 x+4}{x^{2}+3 x}-\cos x \\
y^{\prime} & =\left[\frac{18}{2 x+5}+\frac{x+2}{x^{2}+3 x}-\cos x\right] \frac{(2 x+5)^{9} \sqrt{x^{2}+3 x}}{e^{\sin x}}
\end{aligned}
$$

3. Taking the logarithms of both sides of $f(x)=(\sin x+x)^{x}$ we have:

$$
\ln f(x)=\ln \left[(\sin x+x)^{x}\right]=x \ln (\sin x+x)
$$

Differentiate both sides with respect to $x$.

$$
\begin{aligned}
\frac{f^{\prime}(x)}{f(x)} & =(1) \ln (\sin x+x)+x \frac{\cos x+1}{\sin x+x} \\
\Longrightarrow f^{\prime}(x) & =\left[\ln (\sin x+x)+x \frac{\cos x+1}{\sin x+x}\right] f(x) \\
\Longrightarrow f^{\prime}(x) & =\left[\ln (\sin x+x) \frac{\cos x+1}{\sin x+x}\right](\sin x+x)^{x}
\end{aligned}
$$

## Further Questions:

Differentiate the following using logarithmic differentiation:

1. $y=\frac{\left(x^{3}+5\right)\left(x^{2}-3 x\right)^{4}}{x-2}$
2. $y=\left(x^{2}+3\right)^{x^{3}}$
3. $f(x)=\left(e^{x}+1\right)^{\ln x}$
4. $y=(2 x+1)^{\sqrt{x}}$

We note that logarithmic differentiation allows, as shown in the previous example, the ability to differentiate functions of the form $y=[f(x)]^{g(x)}$ which up until now we had no method to differentiate. A function like $y=x^{x}$ for instance is neither a power function ( $x^{a}$ ) nor an exponential function ( $a^{x}$ ). Neither of the rules for differentiating those give the correct answer of $\frac{d}{d x} x^{x}=x^{x} \ln x+x^{x}$ obtained by logarithmic differentiation (show this!). One approach, equivalent to logarithmic differentiation, is to rewrite the expression as $x^{x}=\left(e^{\ln x}\right)^{x}=e^{x \ln x}$, so the base is now constant, and then use the rule for exponential derivatives along with the Chain Rule:

$$
\frac{d}{d x} x^{x}=\frac{d}{d x} e^{x \ln x}=e^{x \ln x}\left[(1) \ln x+x \frac{1}{x}\right]=x^{x}(\ln x+1)
$$

where we returned $e^{x \ln x}$ to $x^{x}$ in the last step. More generally one can write $[f(x)]^{g(x)}=e^{g(x) \ln [f(x)]}$ and differentiate that directly as well. We prefer the logarithmic differentiation approach above as it avoids pushing the base into the exponent and returning again when you are done.

The approach of pushing the base into the exponent may be useful when the function one wishes to differentiate involves a sum of expressions only one of which requires logarithmic differentiation. In that case one would need to evaluate the derivative of that single term on the side with logarithmic differentiation and insert the result in the final derivative. Pushing the base function into the exponent, on the other hand, can be done inline with the rest of the derivatives. For example if $f(x)=e^{e}+e^{x}+x^{e}+x^{x}$ then

$$
\begin{aligned}
f^{\prime}(x) & =\frac{d}{d x}\left(e^{e}+e^{x}+x^{e}+x^{x}\right)=\frac{d}{d x}\left(e^{e}+e^{x}+x^{e}+e^{x \ln x}\right) \\
& =0+e^{x}+(e-1) x^{e-1}+x^{x}(\ln x+1)
\end{aligned}
$$

where we differentiated the last term as above. If we wanted to use logarithmic differentiation we would need to assign $y=x^{x}$, perform the logarithmic differentiation on the side to find the derivative $y^{\prime}$, and then insert that answer into the derivative $f^{\prime}(x)$.

### 2.3.7 Integral of $\frac{1}{x}$ and $a^{x}$

The Power Rule for integration is

$$
\int x^{n} d x=\frac{1}{n+1} x^{n+1} \quad(n \neq-1)
$$

The answer for the indefinite integral clearly indicates that it cannot work for $n=-1$ as one would be dividing by zero. Since $\frac{d}{d x} \ln x=\frac{1}{x}$ however, we now have an antiderivative for $x^{-1}=\frac{1}{x}$, namely $\ln x$. This will only work for values of $x>0$ since the domain of $\ln x$ is only positive numbers. However a second antiderivative of $\frac{1}{x}$ that will work when $x<0$ is $\ln (-x)$, since $\frac{d}{d x} \ln (-x)=\frac{1}{-x} \cdot(-1)=\frac{1}{x}$ by the Chain Rule. We can combine the results using absolute value bars in the following theorem.

Theorem 2-14: The indefinite integral of $x^{-1}$ is

$$
\int \frac{1}{x} d x=\ln |x|+C
$$

A useful corollary of this result is that one can now integrate the tangent function. Using the substitution $u=\cos x$ (so $d u=-\sin x d x$ ) one has

$$
\int \tan x d x=\int \frac{\sin x}{\cos x} d x=-\int \frac{d u}{u}=-\ln |u|+C=-\ln |\cos x|+C=\ln \left(|\cos x|^{-1}\right)+C=\ln |\sec x|+C
$$

Since $\frac{d}{d x} a^{x}=a^{x} \ln a$ it follows, dividing both sides of the equation by the constant $\ln a$, that $\frac{d}{d x} \frac{a^{x}}{\ln a}=a^{x}$ and so we also have the result:
Theorem 2-15: $\quad \int a^{x} d x=\frac{a^{x}}{\ln a}+C$

## Example 2-22

Evaluate the following integrals:

1. $\int \frac{2}{x \ln x} d x$
2. $\int x^{2} 10^{x^{3}+1} d x$
3. $\int \frac{4 x-1}{4 x^{2}-2 x+10} d x$
4. $\int \frac{d x}{(3 x-2) \ln (9 x-6)}$

## Solution:

1. Let $u=\ln x$ so $d u=\frac{1}{x} d x$.

$$
\int \frac{2}{x \ln x} d x=2 \int \frac{1}{u} d u=2 \ln |u|+C=2 \ln |\ln x|+C
$$

2. Let $u=x^{3}+1$, so $d u=3 x^{2} d x \Longrightarrow \frac{1}{3} d u=x^{2} d x$

$$
\int x^{2} 10^{x^{3}+1} d x=\frac{1}{3} \int 10^{u} d u=\frac{1}{3} \cdot \frac{10^{u}}{\ln 10}+C=\frac{10^{x^{3}+1}}{3 \ln 10}+C
$$

3. Let $u=4 x^{2}-2 x+10$ so $d u=(8 x-2) d x \Longrightarrow \frac{1}{2} d u=(4 x-1) d x$

$$
\int \frac{4 x-1}{4 x^{2}-2 x+10} d x=\frac{1}{2} \int \frac{1}{u} d u=\frac{1}{2} \ln |u|+C=\ln \left|4 x^{2}-2 x+10\right|+C
$$

4. Let $u=9 x-6$ so $d u=9 d x \Longrightarrow \frac{1}{9} d u=d x$. Also solve for the remaining factor in terms of $u$ to get $u=3(3 x-2) \Longrightarrow 3 x-2=\frac{u}{3}$. Then

$$
\int \frac{d x}{(3 x-2) \ln (9 x-6)}=\frac{1}{9} \int \frac{1}{\frac{u}{3} \ln u} d u=\frac{1}{3} \int \frac{1}{u \ln u} d u
$$

Next let $w=\ln u$ so $d w=\frac{1}{u} d u$. The integral becomes

$$
=\frac{1}{3} \int \frac{1}{w} d w=\frac{1}{3} \ln |w|+C=\frac{1}{3} \ln |\ln u|+C=\frac{1}{3} \ln |\ln (9 x-6)|+C
$$

## Further Questions:

Evaluate the following integrals:

1. $\int \frac{3}{2 x} d x$
2. $\int \frac{x^{2}}{x^{3}+5} d x$
3. $\int \frac{\ln x}{x} d x$
4. $\int_{1}^{4} \frac{10^{\sqrt{x}}}{\sqrt{x}} d x$
5. $\int e^{x} 5^{e^{x}} d x$
6. $\int \frac{\sec x \tan x}{3+5 \sec x} d x$
7. $\int \cot x d x$
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## Exercise 2-3

1-3: Use the properties of logarithms to expand the given expression.

1. $\log _{5}\left(\frac{x+1}{2 x+3}\right)^{4}$
2. $\ln \frac{(x+1)^{2} \sqrt{x+4}}{\sqrt[3]{x+2}}$
3. $\ln \frac{e^{2 x}(2 x+1)^{3}}{\sqrt{e^{x}+1}}$

4-6: Express the given quantity as a single logarithm.
4. $\ln (2 x)-3 \ln \left(e^{x}+2\right)-\frac{1}{2} \ln (x+4)$
5. $\left.3 \log _{10}\left(x^{2}+1\right)+\frac{1}{3} \log _{10}(x+4)-\frac{1}{4} \log _{10}\left(3 x^{2}+5\right)\right)$
6. $3 \ln x+2 \log _{3}\left(x^{3}+2\right)-\frac{1}{2} \ln (3 x+1)$

7-11: Solve for $x$.
7. $\ln \left(x^{2}+3\right)=4$
10. $\ln \left(e^{x}-2\right)+\ln e^{x}=\ln 8$
8. $e^{2 x}-5 e^{x}+6=0$
11. $e^{x} 2^{x}=5$
9. $\ln (2 x+1)+\ln x=\ln \left(x^{2}+2\right)$
(Hint: Convert $\left.2^{x}=\left(e^{\ln 2}\right)^{x}=e^{x \ln 2}\right)$

12-15: For the following functions find
(a) The domain and the range of $f$, and
(b) $f^{-1}(x)$ and its domain.
12. $f(x)=\sqrt{2+3 e^{x}}$
13. $f(x)=\ln (3 x+2)$
14. $f(x)=\frac{e^{x}-2}{e^{x}+3}$
15. $f(x)=\frac{\ln x+1}{\ln x+2}$

16-22: Differentiate the given function.
16. $f(x)=\ln \left(x^{2}+e^{x}\right)$
17. $y=\log _{4}(\sin x+3 x)$
18. $g(t)=10^{t+2} \ln (\ln t+5)$
20. $y=\frac{e^{2 x} \sqrt{x^{2}+5}}{\sqrt[3]{x+1}}$
21. $f(x)=\left(x^{2}+e^{x}\right)^{\ln x}$
22. $y=x^{\sin x}$

23-31: Evaluate the given integral.
23. $\int \frac{e^{-2 x}}{\sqrt{e^{-2 x}+3}} d x$
28. $\int_{1}^{4} \frac{10^{\sqrt{x}}}{\sqrt{x}} d x$
24. $\int \frac{e^{x}}{e^{x}+5} d x$
29. $\int \frac{\sin 2 x}{3+\cos 2 x}$
25. $\int_{0}^{2} \frac{1}{t+9} d t$
26. $\int \frac{2}{x[2+\ln x]^{3}} d x$
30. $\int \frac{3}{x(\ln x)^{4}} d x$
27. $\int(2 x+1) 5^{x^{2}+x} d x$
31. $\int \frac{\log _{4} x}{x} d x$
$\qquad$

### 2.4 Exponential Growth and Decay

Many quantities, such as the number of cells being cultured in a lab dish or the number of radioactive nucleii of a particular isotope in a radioactive sample remaining undecayed, have a population $y(t)$ that satisfies the differential equation

$$
\frac{d y}{d t}=k y
$$

Here the constant $k$, called the relative growth rate, characterizes the population under consideration. It will be positive $(k>0)$ if the population $y(t)$ is increasing in time and negative $(k<0)$ if it is decreasing. The preceding equation is called the law of natural growth or law of natural decay respectively. The constant $k$ is called relative since if we solve for it, $k=\frac{1}{y} \frac{d y}{d t}$, we see the rate $d y / d t$ is constant only relative to the population size $y$ at an given time.

The differential $d y=\frac{d y}{d t} d t$ satisfies

$$
d y=k y d t
$$

Over a fixed time interval $\Delta t$ we have the analogous relation

$$
\Delta y=k y \Delta t
$$

where $y$, by the Mean Value Theorem, is evaluated at some time $t$ in the interval. Assuming $\Delta t$ is small enough this can be effectively any time $t$ in the interval as $y$ will be approximately constant over such an interval. The change $\Delta y$ in the population $y(t)$ over a fixed small time interval $\Delta t$ is therefore proportional to the population itself

$$
\Delta y \propto y
$$

which is expected for a population whose growth (or loss) depends on the current size of the population. Additionally the relation shows the change will also be approximately proportional to the length of the time interval $\Delta t$ considered,

$$
\Delta y \propto \Delta t
$$

assuming again that $\Delta t$ is sufficiently small, a result that is also reasonable.
To understand how $y$ changes in time we need to find the function $y(t)$ that satisfies (solves) the differential equation

$$
\frac{d y}{d t}=k y
$$

If the right hand side of the equation just involved $t$ explicitly, like $\frac{d y}{d t}=t^{2}$, the answer would just be the antiderivative $y(t)=\int t^{2}=\frac{1}{3} t^{3}+C$. Our differential equation is not of this form, however, as it has the dependent variable $y$ on the right hand side. Solving such a differential equation such as ours can be done by the process of separation of variables. Inspired by the Leibniz notation, one formally proceeds by isolating, if possible, a function of the dependent variable $y$ and its differential $d y$ on one side of the equation and a function of the independent variable $t$ and its differential $d t$ on the other to get

$$
\frac{d y}{y}=k d t
$$

One then integrates both sides:

$$
\begin{aligned}
\int \frac{d y}{y} & =\int k d t \\
\Rightarrow \ln y & =k t+D
\end{aligned}
$$

where we have combined the integration constants $C_{1}$ and $C_{2}$ arising from both sides of the integral into $D=C_{2}-C_{1}$. Finally we can solve for $y$ by taking the natural exponential of both sides:

$$
\begin{aligned}
e^{\ln y} & =e^{k t+D} \\
\Rightarrow y & =e^{k t} e^{D}
\end{aligned}
$$

Calling a new (positive) constant $C=e^{D}$ we have the final solution of the differential equation

$$
y(t)=C e^{k t}
$$

Despite the lack of rigour in our separation of variable approach, one may readily confirm that $y(t)=C e^{k t}$ does satisfy the original differential equation as required.
The constant of integration, $C$ can be determined by providing an additional piece of information regarding the system. If, for instance, one knows the initial size of the population is $y(0)=y_{0}$, then the solution of the resulting initial value problem gives

$$
y_{0}=y(0)=C e^{k(0)}=C e^{0}=C(1)=C
$$

Placing this value for $C=y_{0}$ back in $y(t)$ gives

$$
y(t)=y_{0} e^{k t}
$$

As such the population at arbitrary time, assuming it is undergoing exponential growth or decay, is characterized completely by the growth constant $k$ and its initial size $y_{0}$. The graphs of the cases where $k>0$ (growth) and $k<0$ (decay) are shown below.



## Example 2-23

A quantity $P(t)$ measuring the number of bacteria growing in a controlled laboratory setting increases exponentially. Suppose it doubles in 8 hours.

1. Find the relative growth rate.
2. After how many hours has $P$ increased by $50 \%$ ?

## Solution:

1. $P(8 \mathrm{hr})=2 P_{0}$ where $P_{0}$ is the initial population.

$$
\begin{aligned}
\Longrightarrow P_{0} e^{k(8 \mathrm{hr})}=2 P_{0} \Longrightarrow e^{(8 \mathrm{hr}) k} & =2 \\
\ln \left(e^{(8 \mathrm{hr}) k}\right) & =\ln 2 \\
(8 \mathrm{hr}) k & =\ln 2 \\
k & =\frac{\ln 2}{8}(1 / \mathrm{hr})
\end{aligned}
$$

Therefore $P(t)=P_{0} e^{\frac{\ln 2}{8 \mathrm{hr}} t}$.
2. An increase of $50 \%$ means that at the unknown time $t$ the population has grown to $P(t)=P_{0}+(0.5) P_{0}=1.5 P_{0}$.

$$
\begin{aligned}
\Longrightarrow P_{0} e^{\frac{\ln 2}{8 \mathrm{hr}} t}=1.5 P_{0} \Longrightarrow e^{\frac{\ln 2}{8 \mathrm{hr}} t} & =1.5 \\
\frac{\ln 2}{8 \mathrm{hr}} t & =\ln 1.5 \\
t=\frac{8 \ln 1.5}{\ln 2} \mathrm{hr} & \approx 4.68 \mathrm{hr}
\end{aligned}
$$

## Further Questions:

Fox squirrels introduced into a city see their population increase from 50 to 12000 in 4 years. Assuming the growth was exponential over this time period,

1. Find the relative growth rate $k$.
2. When will the squirrel population exceed 1 million?
3. Is the latter likely? Explain.

When $k<0$ we have a decay formula and the amount $y$ decreases over time. Then the positive constant $\lambda=|k|=-k$, called the decay constant, may be introduced and our formula becomes

$$
y(t)=y_{0} e^{-\lambda t}
$$

Rather than the decay constant, one often uses the half-life constant $T$ for a radioactive sample. It is defined to be the time required for half of the initial decaying substance to disappear (i.e. decay into a new form), and so $y(T)=\frac{1}{2} y_{0}$. This can be used to determine the decay constant $\lambda$.

## Example 2-24

The mass of a certain radioactive material is given by $m(t)=m_{0} e^{k t}$. If the half-life of this material is 1600 years, find the decay constant $\lambda=-k$.

## Solution:

$$
\begin{aligned}
m(t) & =m_{0} e^{k t} \Longrightarrow m(1600 \mathrm{yr})=\frac{1}{2} m_{0} \Longrightarrow m_{0} e^{k(1600 \mathrm{yr})}=\frac{1}{2} m_{0} \Longrightarrow e^{k(1600 \mathrm{yr})}=\frac{1}{2} \\
& \Longrightarrow \ln \left(e^{k(1600 \mathrm{yr})}\right)=\ln \left(\frac{1}{2}\right)=\ln 1-\ln 2=0-\ln 2=-\ln 2 \\
& \Longrightarrow k(1600 \mathrm{yr})=-\ln 2 \Longrightarrow k=-\frac{\ln 2}{1600}(1 / \mathrm{yr}) \\
& \Longrightarrow \lambda=\frac{\ln 2}{1600}(1 / \mathrm{yr}) \approx 0.000433(1 / \mathrm{yr})
\end{aligned}
$$

## Further Questions:

Cobalt-60 is a radioactive isotope used in early radiotherapy and other applications. Sixty is the mass number of the nucleus, the number of nucleons (protons and neutrons) it contains. A sample of Cobalt- 60 undergoes exponential decay with a half-life of 5.2714 years.

1. Find the decay constant $\lambda=-k$ of Cobalt- 60 .
2. How long would it take for a sample containing 40 grams of the isotope to decay to a sample containing only 10 grams of it?

Finally we note that there are many examples of quantities besides population counts which satisfy the differential equation $\frac{d y}{d t}=k y$ with solution $y=y_{0} e^{k t}$. As an example, the voltage across a discharging capacitor in an electronic circuit containing only a resistor and a capacitor (an RC circuit) undergoes exponential decay from an initial voltage $V_{0}$.
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## Exercise 2-4

1. A certain type of bacteria grows exponentially and doubles every 5 hours.
(a) Find the growth constant.
(b) How many bacteria will there be after 20 hours assuming the initial population is 200 bacteria?
2. The initial deer population in a forest was 25 deers. After one year the number of deers had increased to 75 . If the number of deers grows exponentially, how many deers will there be at the end of two years?
3. In 2016 , the population of a small island was estimated to be 30,000 people with an annual rate of increase of $2.5 \%$.
(a) Find the growth constant.
(b) Estimate the population of the island in 2025.
4. Magnesium-27 decays exponentially and has a half-life of 9.45 minutes.
(a) Find the decay constant for Magnesium-27.
(b) When will an initiall mass of 20 mg be reduced to 5 mg ?
5. A patient is given a 400 mg dose of medicine that degrades by $20 \%$ every 3 hours. What is the remaining drug concentration after a day?
6. A certain radiactive isotope decays exponentially according to the formula $m=m_{0} e^{-0.3 t}$ where $m$ is the mass (in grams) of the isotope at the end of $t$ days and $m_{0}$ is the initial mass. Find the half-life of this isotope.

### 2.5 Inverse Trigonometric Functions

### 2.5.1 Inverse Sine

The sine function $y=\sin x$ on its natural domain $(-\infty, \infty)$ is not a one-to-one function. It clearly fails the horizontal line test as the intersection with the line $y=\frac{1}{2}$ clearly shows:


However the function $y=\sin x$ on domain $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ is a one-to-one function:


Definition: The inverse function of $y=\sin x ;\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$ is called the inverse sine function or arcsine function and is denoted by $\boldsymbol{y}=\sin ^{-1} \boldsymbol{x}$ or $\boldsymbol{y}=\boldsymbol{\operatorname { a r c s i n }} \boldsymbol{x}$. It satisfies

$$
y=\sin ^{-1} x \Longleftrightarrow x=\sin y \quad\left(-\frac{\pi}{2} \leq y \leq \frac{\pi}{2}\right)
$$



The domain of inverse sine is $[-1,1]$ and range is $\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$. The usual inverse identities apply:

$$
\begin{aligned}
\sin ^{-1}(\sin x) & =x \quad \text { for } \quad-\frac{\pi}{2} \leq x \leq \frac{\pi}{2} \\
\sin \left(\sin ^{-1} x\right) & =x \quad \text { for } \quad-1 \leq x \leq 1
\end{aligned}
$$

## Example 2-25

Evaluate the following:

1. $\sin ^{-1}\left(\frac{1}{\sqrt{2}}\right)$
2. $\sec \left[\sin ^{-1}\left(\frac{1}{\sqrt{2}}\right)\right]$

## Solution:

1. Since inverse trigonometric functions return angles, call $\theta=\sin ^{-1}\left(\frac{1}{\sqrt{2}}\right)$. Then by definition of the inverse we have:

$$
\begin{aligned}
\sin \theta & =\frac{1}{\sqrt{2}} \text { with }-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2} \\
\Longrightarrow \theta & =\frac{\pi}{4}
\end{aligned}
$$

The latter result is by inspection of a $45^{\circ}-45^{\circ}-90^{\circ}$ triangle with side lengths $1,1, \sqrt{2}$ and recalling sine is the opposite over the hypotenuse.
2. Evaluate the inverse trigonometric function as in part 1 and then insert it to find

$$
\sec \left[\sin ^{-1}\left(\frac{1}{\sqrt{2}}\right)\right]=\sec \left(\frac{\pi}{2}\right)=\frac{1}{\cos \left(\frac{\pi}{2}\right)}=\frac{1}{1 / \sqrt{2}}=\sqrt{2}
$$

where here we used the $45^{\circ}-45^{\circ}-90^{\circ}$ triangle again to evaluate the cosine.

## Further Questions:

Evaluate the following:

1. $\sin ^{-1}\left(\frac{\sqrt{3}}{2}\right)$
2. $\tan \left[\sin ^{-1}\left(\frac{1}{2}\right)\right]$
3. $\sin \left(2 \sin ^{-1} x\right)$

Theorem 2-16: The derivative of inverse sine is

$$
\frac{d}{d x}\left(\sin ^{-1} x\right)=\frac{1}{\sqrt{1-x^{2}}}
$$

where $-1<x<1$.
To prove the theorem note that if $y=\sin ^{-1} x$ then by definition of the inverse:

$$
\sin y=x
$$

Implicit differentiation of both sides with respect to $x$ yields

$$
(\cos y) y^{\prime}=1
$$

and so $\frac{d y}{d x}=\frac{1}{\cos y}$. By the trigonometric identity $\cos ^{2} y+\sin ^{2} y=1$ it follows that

$$
\cos y=\sqrt{1-\sin ^{2} y}=\sqrt{1-x^{2}}
$$

where here the positive solution was taken since $-\frac{\pi}{2}<y<\frac{\pi}{2}$ implies $\cos y>0$. Inserting this in the formula for $\frac{d y}{d x}$ gives the result.

Note that the Chain Rule result is, as expected:

$$
\frac{d}{d x}\left(\sin ^{-1} g(x)\right)=\frac{g^{\prime}(x)}{\sqrt{1-g^{2}(x)}}
$$

## Example 2-26

Differentiate the following function:

$$
y=\sin ^{-1}\left(e^{x}+2\right)
$$

## Solution:

By the Chain Rule:
$y^{\prime}=\left(\sin ^{-1}\left(e^{x}+2\right)\right)^{\prime}=\frac{1}{\sqrt{1-\left(e^{x}+2\right)^{2}}}\left(e^{x}+0\right)=\frac{e^{x}}{\sqrt{1-\left(e^{x}+2\right)^{2}}}$

## Further Questions:

Differentiate the following functions:

1. $y=\sin ^{-1}(\ln x+3)$
2. $y=e^{\sin ^{-1} x}+\sin ^{-1}\left(e^{x}\right)$

### 2.5.2 Inverse Cosine

The function $y=\cos x$ on domain $[0, \pi]$ is a one-to-one function:


Definition: The inverse function of $y=\cos x ;[0, \pi]$ is called the inverse cosine function or arccosine function and is denoted by $\boldsymbol{y}=\cos ^{-1} \boldsymbol{x}$ or $\boldsymbol{y}=\boldsymbol{\operatorname { a r c c o s } \boldsymbol { x }}$. It satisfies

$$
y=\cos ^{-1} x \Longleftrightarrow x=\cos y \quad(0 \leq y \leq \pi)
$$



The domain of inverse cosine is $[-1,1]$ and range is $[0, \pi]$. The inverse identities are:

$$
\begin{aligned}
\cos ^{-1}(\cos x) & =x \quad \text { for } \quad 0 \leq x \leq \pi \\
\cos \left(\cos ^{-1} x\right) & =x \quad \text { for } \quad-1 \leq x \leq 1
\end{aligned}
$$

Theorem 2-17: The derivative of inverse cosine is

$$
\frac{d}{d x}\left(\cos ^{-1} x\right)=-\frac{1}{\sqrt{1-x^{2}}}
$$

where $-1<x<1$.

### 2.5.3 Inverse Tangent

The function $y=\tan x$ on domain $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ is a one-to-one function:


Definition: The inverse function of $y=\tan x ;\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ is called the inverse tangent function and is denoted by $\boldsymbol{y}=\tan ^{-1} \boldsymbol{x}$ or $\boldsymbol{y}=\arctan \boldsymbol{x}$. It satisfies

$$
y=\tan ^{-1} x \Longleftrightarrow x=\tan y \quad\left(-\frac{\pi}{2} \leq y \leq \frac{\pi}{2}\right)
$$



The domain of inverse tangent is $(-\infty, \infty)$ and range is $\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$. The usual inverse identities apply:

$$
\begin{aligned}
\tan ^{-1}(\tan x) & =x \quad \text { for } \quad-\frac{\pi}{2}<x<\frac{\pi}{2} \\
\tan \left(\tan ^{-1} x\right) & =x \quad \text { for } \quad x \in \mathbb{R}
\end{aligned}
$$

as well as the limits:

$$
\lim _{x \rightarrow-\infty} \tan ^{-1} x=-\frac{\pi}{2} \quad \lim _{x \rightarrow \infty} \tan ^{-1} x=\frac{\pi}{2}
$$

So $y= \pm \frac{\pi}{2}$ are horizontal asymptotes of the function.
Theorem 2-18: The derivative of inverse tangent is

$$
\frac{d}{d x}\left(\tan ^{-1} x\right)=\frac{1}{1+x^{2}}
$$

### 2.5.4 Other Trigonometric Inverses

Similarly one defines $y=\csc ^{-1} x, y=\sec ^{-1} x$, and $y=\cot ^{-1} x .^{3}$
Notes:

- Since trigonometric functions are functions of angles, inverse trigonometric functions return angles. All our angles above are in radians. On your calculator you must have it set to radian mode to get these inverse trigonometric function results. If you have your calculator set to degree mode you will get your answers in degrees.
- The -1 in $\sin ^{-1} x$ means inverse not taking to the power of -1 (reciprocal) like the 2 in $\sin ^{2} x$ means. If you mean take to the power of -1 , i.e. $\frac{1}{\sin x}$ then you must write $(\sin x)^{-1}$ or simply use the reciprocal trigonometric function $\csc x$.
- It is because none of the trig functions are one-to-one and hence not invertible on their natural domains that solving a trigonometric equation $\operatorname{trig}(x)=\#$ requires more than just "applying the inverse" to both sides (unlike, say comparable logarithmic or exponential equations). So to solve $\sin x=\frac{1}{2}$ the result $x=\sin ^{-1}(1 / 2)=\pi / 6$ is only one of many solutions. (See the intersections between $y=\sin x$ and $y=1 / 2$ in our initial graph in this section.)

A complete table of the inverse trigonometric derivatives is as follows:

$$
\begin{aligned}
\frac{d}{d x}\left(\sin ^{-1} x\right) & =\frac{1}{\sqrt{1-x^{2}}} & \frac{d}{d x}\left(\cos ^{-1} x\right) & =-\frac{1}{\sqrt{1-x^{2}}} \\
\frac{d}{d x}\left(\tan ^{-1} x\right) & =\frac{1}{1+x^{2}} & \frac{d}{d x}\left(\cot ^{-1} x\right) & =-\frac{1}{1+x^{2}} \\
\frac{d}{d x}\left(\sec ^{-1} x\right) & =\frac{1}{x \sqrt{x^{2}-1}} & \frac{d}{d x}\left(\csc ^{-1} x\right) & =-\frac{1}{x \sqrt{x^{2}-1}}
\end{aligned}
$$

Here the derivatives exist on the domains of the inverse trigonometric function except at those values where the expression is undefined. For the Chain Rule formulae simply replace $x$ by $g(x)$ in each formula and multiply the result by $g^{\prime}(x)$.

[^1]
## Example 2-27

Differentiate the following functions:

1. $f(x)=\cos ^{-1}(\ln x)$
2. $y=\frac{\tan ^{-1}\left(x^{2}+3\right)}{x}$
3. $\tan ^{-1} y+\sin ^{-1} x=e^{y}$
4. $y=\sec ^{-1}\left(x^{2}\right)$

## Solution:

1. $f^{\prime}(x)=\frac{d}{d x} \cos ^{-1}(\ln x)=\frac{-1}{\sqrt{1-(\ln x)^{2}}}\left(\frac{1}{x}\right)=-\frac{1}{x \sqrt{1-(\ln x)^{2}}}$
2. We can use the Product Rule:

$$
\begin{aligned}
y^{\prime} & =\left(\tan ^{-1}\left(x^{2}+3\right) \cdot\left(\frac{1}{x}\right)\right)^{\prime}=\frac{2 x+0}{1+\left(x^{2}+3\right)^{2}}\left(\frac{1}{x}\right)+\tan ^{-1}\left(x^{2}+3\right)\left(-\frac{1}{x^{2}}\right) \\
& =\frac{2}{1+\left(x^{2}+3\right)^{2}}-\frac{\tan ^{-1}\left(x^{2}+3\right)}{x^{2}}
\end{aligned}
$$

3. Using implicit differentiation differentiate both sides of $\tan ^{-1} y+\sin ^{-1} x=e^{y}$ to get:

$$
\begin{aligned}
\Longrightarrow \frac{1}{1+y^{2}}\left(y^{\prime}\right)+\frac{1}{\sqrt{1-x^{2}}} & =e^{y} y^{\prime} \\
\Longrightarrow y^{\prime}\left(\frac{1}{1+y^{2}}-e^{y}\right) & =-\frac{1}{\sqrt{1-x^{2}}} \\
\Longrightarrow y^{\prime} & =\frac{-\frac{1}{\sqrt{1-x^{2}}}}{\frac{1}{1+y^{2}}-e^{y}} \quad\left(\leftarrow \text { Multiply by } 1=\frac{1+y^{2}}{1+y^{2}}\right) \\
\Longrightarrow y^{\prime} & =-\frac{1+y^{2}}{\sqrt{1-x^{2}}\left(1-e^{y}\left(1+y^{2}\right)\right)}
\end{aligned}
$$

4. $y^{\prime}=\frac{d}{d x} \sec ^{-1}\left(x^{2}\right)=\frac{1}{x^{2} \sqrt{\left(x^{2}\right)^{2}-1}}(2 x)=\frac{2}{x \sqrt{x^{4}-1}}$

## Further Questions:

Differentiate the following functions:

1. $y=\sin ^{-1}(2 x-1)$
2. $y=\tan ^{-1}\left(\frac{x}{3}\right)+\ln \sqrt{\frac{x-3}{x+3}}$
3. $y=x \cos ^{-1} x-\sqrt{1-x^{2}}$
4. $y=\sin ^{-1}\left(\tan ^{-1} x\right)$
5. $y=\tan ^{-1}(\ln x) e^{x^{2}+3}$
6. $y=\cos ^{-1}\left(e^{2 x}-5\right)$
7. $y=\tan ^{-1}\left(x^{2}+3\right)-\tan \left(\cos ^{-1} x+1\right)$
8. $f(t)=\sec ^{-1}\left(e^{t}+\ln t\right)$
9. $\sin ^{-1} y=x^{2}+y^{2}+e^{y}$

The derivatives of the inverse trigonometric functions give the following results:
Theorem 2-19: We have the following indefinite integrals:

$$
\int \frac{1}{\sqrt{1-x^{2}}} d x=\sin ^{-1} x+C, \quad \int \frac{1}{1+x^{2}} d x=\tan ^{-1} x+C, \quad \int \frac{1}{x \sqrt{x^{2}-1}} d x=\sec ^{-1} x+C
$$

If one considers the more general integral

$$
\int \frac{1}{\sqrt{a^{2}-x^{2}}} d x
$$

where $a>0$ is constant this can be solved by first noting that

$$
\sqrt{a^{2}-x^{2}}=\sqrt{a^{2}\left(1-\frac{x^{2}}{a^{2}}\right)}=\sqrt{a^{2}} \sqrt{1-\frac{x^{2}}{a^{2}}}=|a| \sqrt{1-\frac{x^{2}}{a^{2}}}=a \sqrt{1-\frac{x^{2}}{a^{2}}}
$$

and then using the substitution $u=\frac{x}{a}$ (so $d u=\frac{d x}{a}$ ) to get:

$$
\int \frac{1}{\sqrt{a^{2}-x^{2}}} d x=\int \frac{1}{a \sqrt{1-\frac{x^{2}}{a^{2}}}} d x=\int \frac{1}{\sqrt{1-u^{2}}} d u=\sin ^{-1} u+C=\sin ^{-1} \frac{x}{a}+C
$$

Similar generalization can be done to the inverse tangent integral. We thus have:
Theorem 2-20: For constant $a>0$,

$$
\int \frac{1}{\sqrt{a^{2}-x^{2}}} d x=\sin ^{-1} \frac{x}{a}+C, \int \frac{1}{a^{2}+x^{2}} d x=\frac{1}{a} \tan ^{-1} \frac{x}{a}+C, \int \frac{1}{x \sqrt{x^{2}-a^{2}}} d x=\frac{1}{a} \sec ^{-1} \frac{x}{a}+C
$$

## Note on Remembering Formulas

Integral formulas appearing in Theorem 2-20 with literal constants (i.e. a) are what one finds typically in integral tables. The placement of the $a$ 's need not be memorized as they can be inferred by dimensional analysis. Suppose $x$ has units of length. Then from the form of the integrand $a$ would also have units of length since $a^{2}$ is added to or subtracted from $x^{2}$. The resulting integrals involve inverse trigonometric functions whose arguments must be dimensionless since the result of any trigonometric function is a dimensionless ratio. To achieve that we divide $x$ in our original integrals of Theorem 2-19 by $a$. Next to remember whether we need a $\frac{1}{a}$ in front or not we consider the integrand. For the first one we have $d x$ in the numerator which will have the same length dimension as $x$ since it is just an (infinitessimal) interval of $x$. In the denominator we have the square root of a length-squared which is just a length. As such for the first integral we are summing a dimensionless quantity since it is a length divided by a length and the result must be dimensionless. The resulting arcsine function, which returns a dimensionless angle, therefore cannot have an $a$ out front as that would introduce a length dimension. The latter two integrals, however, are sums of quantities of dimension length/length ${ }^{2}=1 /$ length. To achieve that dimension in our result we must multiply the dimensionless inverse trigonometric function by $\frac{1}{a}$. Once again one notes how the differential $d x$ in our notation makes this work. Thank-you Leibniz!

## Example 2-28

Evaluate the given integrals:

1. $\int \frac{1}{\sqrt{4-t^{2}}} d t$
2. $\int_{0}^{2} \frac{d x}{4+x^{2}} d x$

## Solution:

1. To get the leading 1 we factor out 4 :

$$
\int \frac{1}{\sqrt{4-t^{2}}} d t=\int \frac{1}{\sqrt{4\left(1-\left(\frac{t}{2}\right)^{2}\right)}} d t=\frac{1}{2} \int \frac{1}{\sqrt{1-\left(\frac{t}{2}\right)^{2}}} d t
$$

Then let $u=\frac{t}{2}$ so $d u=\frac{1}{2} d t \Longrightarrow d t=2 d u$. The integral is then:

$$
\begin{aligned}
& =\frac{1}{2} \int \frac{1}{\sqrt{1-u^{2}}} \cdot 2 d u=\sin ^{-1} u+C \\
& =\sin ^{-1}\left(\frac{t}{2}\right)+C
\end{aligned}
$$

2. Again we factor out 4 and to get the desired 1:

$$
\int_{0}^{2} \frac{d x}{4+x^{2}} d x=\int_{0}^{2} \frac{1}{4} \cdot \frac{1}{1+\left(\frac{x}{2}\right)^{2}} d x
$$

Substitute: $u=\frac{x}{2}$ so $d u=\frac{1}{2} d x \Longrightarrow 2 d u=d x$.
Change limits: $x=0 \Longrightarrow u=0, x=2 \Longrightarrow u=1$
The integral becomes:

$$
\begin{aligned}
& =\int_{0}^{1} \frac{1}{4} \cdot \frac{1}{1+u^{2}} \cdot 2 d u=\left.\frac{1}{2} \tan ^{-1} u\right|_{u=0} ^{u=1} \\
& =\frac{1}{2}\left[\tan ^{-1}(1)-\tan ^{-1}(0)\right]=\frac{1}{2}\left[\frac{\pi}{4}-0\right]=\frac{\pi}{8}
\end{aligned}
$$

## Further Questions:

Evaluate the following integrals:

1. $\int \frac{3}{\sqrt{4-2 x^{2}}} d x$
2. $\int \frac{\tan ^{-1} x}{1+x^{2}} d x$
3. $\int \frac{4}{t\left[9+(\ln t)^{2}\right]} d t$
4. $\int \frac{e^{x}}{\sqrt{1-8 e^{2 x}}} d x$
5. $\int \frac{3 x+4}{2 x^{2}+3} d x$
6. $\int_{0}^{\frac{\pi}{2}} \frac{\cos x}{1+\sin ^{2} x} d x$

## Exercise 2-5

Answers:
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5-11: Differentiate the given functions.
5. $f(x)=\sin ^{-1}\left(e^{x}+2\right)$
6. $y=\cos ^{-1}(\ln x+5)$
7. $g(x)=\tan ^{-1}(\sin x)$
8. $y=\left(\sin ^{-1} x\right)^{\ln x}$
9. $\tan ^{-1} y+e^{y}+x y=5$
10. $\sin ^{-1} x+\sin ^{-1} y=x^{2}+y^{2}$
11. $f(x)=\sec ^{-1}(2 x)$

12-20: Evaluate the given integral.
12. $\int \frac{e^{x}}{3+2 e^{2 x}} d x$
17. $\int \frac{\sec ^{2} x}{\sqrt{1-\tan ^{2} x}} d x$
13. $\int \frac{2}{x\left[5+(\ln x)^{2}\right]} d x$
18. $\int \frac{1}{\sqrt{x}(2+x)} d x$
14. $\int \frac{3 x}{\sqrt{1-x^{4}}} d x$
15. $\int \frac{2 x+3}{x^{2}+5} d x$
19. $\int \frac{1}{\sqrt{e^{2 x}-1}} d x$
16. $\int \frac{\sin ^{-1} x}{\sqrt{1-x^{2}}} d x$
20. $\int_{0}^{\sqrt{2} / 2} \frac{2 x}{\sqrt{1-x^{4}}} d x$
$\qquad$

### 2.6 L'Hôpital's Rule

We have already evaluated limits that are indeterminate forms of the type $\frac{0}{0}$ and $\frac{\infty}{\infty}$.

## Example 2-29

Evaluate the following limits:

1. $\lim _{x \rightarrow 2} \frac{x^{2}+3 x-10}{2 x^{2}-8}$
2. $\lim _{x \rightarrow \infty} \frac{7 x^{2}+3 x+1}{9 x^{3}+4}$

## Solution:

1. Substitution of 2 in the rational function confirms a $\frac{0}{0}$ indeterminate form. The polynomials evaluating to zero at $x=2$ suggest the presence of a factor of $(x-2)$ is the cause. Factoring confirms this and allows evaluation of the limit:

$$
\lim _{x \rightarrow 2} \frac{x^{2}+3 x-10}{2 x^{2}-8}=\lim _{x \rightarrow 2} \frac{(x-2)(x+5)}{2(x+2)(x-2)}=\lim _{x \rightarrow 2} \frac{x+5}{2(x+2)}=\frac{7}{2(4)}=\frac{7}{8}
$$

2. As $x \rightarrow \infty$ the polynomials in the rational function both get large and we have an $\frac{\infty}{\infty}$ indeterminate form. Factoring out the dominant term in each of the numerator and the denominator, in this case the highest power of $x$, allows the limit to be evaluated:

$$
\lim _{x \rightarrow \infty} \frac{7 x^{2}+3 x+1}{9 x^{3}+4}=\lim _{x \rightarrow \infty} \frac{x^{2}}{x^{3}} \cdot \frac{7+\frac{3}{x}+\frac{1}{x^{2}}}{9+\frac{4}{x^{3}}}=\lim _{x \rightarrow \infty} \frac{1}{x} \cdot \frac{7+\frac{3}{x}+\frac{1}{x^{2}}}{9+\frac{4}{x^{3}}}=0 \cdot \frac{7+0+0}{9+0}=0
$$

## Further Questions:

Evaluate the following limits:

1. $\lim _{x \rightarrow 1} \frac{x^{2}-1}{x^{2}-3 x+2}$
2. $\lim _{x \rightarrow \infty} \frac{3 x^{2}-5 x+2}{4 x^{2}+3 x-10}$

In general:

- If $\lim _{x \rightarrow a} f(x)=0$ and $\lim _{x \rightarrow a} g(x)=0$, then $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}$ is called the indeterminate form of type $\frac{\mathbf{0}}{\mathbf{0}}$.
- If $\lim _{x \rightarrow a} f(x)= \pm \infty$ and $\lim _{x \rightarrow a} g(x)= \pm \infty$, then $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}$ is called the indeterminate form of type $\frac{\infty}{\infty}$.

Our techniques used above will not work for evaluating all limits of this type:

## Example 2-30

The limit $\lim _{x \rightarrow 0} \frac{2^{x}-1}{x}$ is an indeterminate form of type $\frac{0}{0}$ while $\lim _{x \rightarrow \infty} \frac{\ln x}{x}$ is of type $\frac{\infty}{\infty}$. Neither limit may be resolved using the methods of the previous example.

Theorem 2-21: If $f$ and $g$ are differentiable functions with $g^{\prime}(x) \neq 0$ on an open interval containing the value $a$ and $\lim _{x \rightarrow a} \frac{f(x)}{g(x)}$ is an indeterminate form of type $\frac{0}{0}$ or $\frac{\infty}{\infty}$, (i.e. $\lim _{x \rightarrow a} f(x)=0$ and $\lim _{x \rightarrow a} g(x)=0$ or $\lim _{x \rightarrow a} f(x)= \pm \infty$ and $\left.\lim _{x \rightarrow a} g(x)= \pm \infty\right)$ then

$$
\lim _{x \rightarrow a} \frac{f(x)}{g(x)}=\lim _{x \rightarrow a} \frac{f^{\prime}(x)}{g^{\prime}(x)}
$$

provided the limit on the right hand side either exists or is $\pm \infty$. This is L'Hôpital's Rule.

## Example 2-31

Evaluate the previous limits using L'Hôpital's Rule:

1. $\lim _{x \rightarrow 0} \frac{2^{x}-1}{x}=\lim _{x \rightarrow 0} \frac{2^{x} \ln 2-0}{1}=2^{0} \ln 2=(1)(\ln 2)=\ln 2$
2. $\lim _{x \rightarrow \infty} \frac{\ln x}{x}=\lim _{x \rightarrow \infty} \frac{\frac{1}{x}}{1}=\lim _{x \rightarrow \infty} \frac{1}{x}=0$

Note that when applying L'Hôpital's Rule one is not using the Quotient Rule! The derivatives in the numerator and denominator are taken separately.

## Example 2-32

Evaluate the given limits:

1. $\lim _{x \rightarrow 2} \frac{x^{3}-8}{x-2}$
2. $\lim _{x \rightarrow 1} \frac{e^{2 x}-e^{2}}{\ln x}$
3. $\lim _{x \rightarrow \infty} \frac{x^{2}+1}{e^{x}}$

## Solution:

1. The functions $f(x)=x^{3}-8$ and $g(x)=x-2$ are differentiable and

$$
\begin{aligned}
& f(2)=2^{3}-8=8-8=0 \\
& g(2)=2-2=0
\end{aligned}
$$

Thus the quotient is of $\frac{0}{0}$ indeterminate form. Therefore we can apply L'Hôpital's Rule:

$$
\lim _{x \rightarrow 2} \frac{x^{3}-8}{x-2}=\lim _{x \rightarrow 2} \frac{3 x^{2}}{1}=3(2)^{2}=12
$$

2. The function $f(x)=e^{2 x}-e^{2}$ and $g(x)=\ln x$ are differentiable and

$$
\begin{aligned}
& f(1)=e^{2}-e^{2}=0 \\
& g(1)=\ln 1=0
\end{aligned}
$$

Thus the quotient is of $\frac{0}{0}$ indeterminate form. Therefore, we can apply L'Hôpital's Rule:

$$
\lim _{x \rightarrow 1} \frac{e^{2 x}-e^{2}}{\ln x}=\lim _{x \rightarrow 1} \frac{2 e^{2 x}}{\frac{1}{x}}=\lim _{x \rightarrow 1} 2 x e^{2 x}=2(1) e^{2(1)}=2 e^{2}
$$

3. The function $f(x)=x^{2}+1$ and $g(x)=e^{x}$ are differentiable and

$$
\begin{array}{r}
\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty}\left(x^{2}+1\right)=\infty \\
\lim _{x \rightarrow \infty} g(x)=\lim _{x \rightarrow \infty}\left(e^{x}\right)=\infty
\end{array}
$$

Thus the quotient is of $\frac{\infty}{\infty}$ indeterminate form. Therefore we can apply L'Hôpital's Rule:

$$
\lim _{x \rightarrow \infty} \frac{x^{2}+1}{e^{x}}=\lim _{x \rightarrow \infty} \frac{2 x}{e^{x}}=\lim _{x \rightarrow \infty} \frac{2}{e^{x}}=\frac{2}{\infty}=0
$$

Here we applied L'Hôpital's Rule a second time because $\frac{2 x}{e^{x}}$ was also of $\frac{\infty}{\infty}$ determinate form.

## Further Questions:

Evaluate the following limits:

1. $\lim _{x \rightarrow 0} \frac{e^{x}-1}{x}$
2. $\lim _{x \rightarrow 0} \frac{\sin x}{x}$
3. $\lim _{x \rightarrow 0} \frac{\cos x+2 x-1}{3 x}$
4. $\lim _{x \rightarrow 2} \frac{x^{2}+3 x+5}{x^{2}-4}$
5. $\lim _{x \rightarrow \infty} \frac{\ln x}{\sqrt{x}}$
6. $\lim _{x \rightarrow 0} \frac{x-\sin x}{x^{3}}$
7. $\lim _{x \rightarrow \infty} \frac{e^{x}}{\ln x}$
8. $\lim _{x \rightarrow 0} \frac{\cos x}{x^{2}-1}$
9. $\lim _{x \rightarrow 5} \frac{\sqrt{x-1}-2}{x^{2}-25}$
10. $\lim _{x \rightarrow 0} \frac{\sin x}{x-\tan x}$
11. $\lim _{x \rightarrow 0} \frac{3^{x}-1}{x}$
12. $\lim _{x \rightarrow 0} \frac{4 e^{2 x}-4}{e^{x}-1}$

### 2.6.1 Indeterminate Forms of type $0 \cdot \infty$ and $\infty-\infty$

Consider the following indeterminate forms:

- If $\lim _{x \rightarrow a} f(x)=0$ and $\lim _{x \rightarrow a} g(x)= \pm \infty$ then $\lim _{x \rightarrow a} f(x) g(x)$ is called the indeterminate form of type $0 \cdot \infty$.
- If $\lim _{x \rightarrow a} f(x)=\infty$ and $\lim _{x \rightarrow a} g(x)=\infty$ then $\lim _{x \rightarrow a}[f(x)-g(x)]$ is called the indeterminate form of type $\infty-\infty$.

To solve an indeterminate form of type $0 \cdot \infty$, write the product $f \cdot g$ as either

$$
f \cdot g=\frac{f}{1 / g} \quad \text { or } \quad f \cdot g=\frac{g}{1 / f}
$$

This will convert the indeterminate form into a form of type $\frac{0}{0}$ or $\frac{\infty}{\infty}$ which can then potentially evaluated using L'Hôpital's Rule.

For indeterminate forms of type $\infty-\infty$ try to convert the difference into a quotient (by using a common denominator or factoring out common terms or rationalization) to once again reduce the limit to type $\frac{0}{0}$ or $\frac{\infty}{\infty}$.

## Example 2-33

Evaluate the given limits:

1. $\lim _{x \rightarrow \frac{\pi}{2}} \sec x \sin (2 x)$
2. $\lim _{x \rightarrow 2}\left[\frac{4}{x^{2}-4}-\frac{1}{x-2}\right]$

## Solution:

1. As $x \rightarrow \frac{\pi}{2}$ we have $\sec x \rightarrow \infty$, and $\sin (2 x) \rightarrow 0$. Thus the product is of $0 \cdot \infty$ indeterminate form. We write it as a $\frac{0}{0}$ form noting that cosine is the reciprocal of secant.

$$
\begin{aligned}
\lim _{x \rightarrow \frac{\pi}{2}} \sec x \sin (2 x) & =\lim _{x \rightarrow \frac{\pi}{2}} \frac{\sin (2 x)}{\cos x}=\lim _{x \rightarrow \frac{\pi}{2}} \frac{2 \cos (2 x)}{-\sin x} \\
& =-\frac{2 \cos \left(2 \frac{\pi}{2}\right)}{\sin \frac{\pi}{2}}=-\frac{2 \cos \pi}{(1)}=-2(-1)=2
\end{aligned}
$$

2. As $x \rightarrow 2^{+}$one has $\frac{4}{x^{2}-4} \rightarrow \infty$ and $\frac{1}{x-2} \rightarrow \infty$. As $x \rightarrow 2^{-}$one has $\frac{4}{x^{2}-4} \rightarrow-\infty$ and $\frac{1}{x-2} \rightarrow-\infty$. Thus, the difference is of $\infty-\infty($ or $-\infty+\infty)$ indeterminate form. Convert the difference into a quotient using a common denominator.

$$
\begin{aligned}
\lim _{x \rightarrow 2}\left[\frac{4}{x^{2}-4}-\frac{1}{x-2}\right] & =\lim _{x \rightarrow 2}\left[\frac{4}{(x+2)(x-2)}-\frac{1}{x-2}\right]=\lim _{x \rightarrow 2} \frac{4-(x+2)}{x^{2}-4} \\
& =\lim _{x \rightarrow 2} \frac{2-x}{x^{2}-4}\left(\frac{0}{0} \text { form }\right)=\lim _{x \rightarrow 2} \frac{-1}{2 x}=\frac{-1}{2(2)}=-\frac{1}{4}
\end{aligned}
$$

## Further Questions:

Evaluate the following limits:

1. $\lim _{x \rightarrow 0^{+}} x^{2} \ln x$
2. $\lim _{x \rightarrow \frac{\pi}{2}}(2 x-\pi) \sec x$
3. $\lim _{x \rightarrow 0}\left(\frac{1}{e^{x}-1}-\frac{1}{x}\right)$
4. $\lim _{x \rightarrow 1}\left(\frac{1}{x^{2}-1}-\frac{1}{x-1}\right)$
5. $\lim _{x \rightarrow \infty}\left(\sqrt{x^{2}+x}-x\right)$
6. $\lim _{x \rightarrow \infty}(x-\ln x)$

### 2.6.2 Exponential Indeterminate Forms

Several indeterminate forms arise from $\lim _{x \rightarrow a}[f(x)]^{g(x)}$.

- If $\lim _{x \rightarrow a} f(x)=0$ and $\lim _{x \rightarrow a} g(x)=0$ then indeterminate form of type $0^{0}$.
- If $\lim _{x \rightarrow a} f(x)=\infty$ and $\lim _{x \rightarrow a} g(x)=0$ then indeterminate form of type $\infty^{\mathbf{0}}$.
- If $\lim _{x \rightarrow a} f(x)=1$ and $\lim _{x \rightarrow a} g(x)= \pm \infty$ then indeterminate form of type $1^{\infty}$.

Each of these can be evaluated either by taking the natural logarithm:

$$
y=[f(x)]^{g(x)} \Rightarrow \ln y=g(x) \ln [f(x)]
$$

or by writing the function as an exponential:

$$
[f(x)]^{g(x)}=e^{g(x) \ln [f(x)]}
$$

In either case an indeterminate form of type $0 \cdot \infty$ will result. This resulting indeterminacy is the reason these three exponential forms are themselves indeterminate. We will use the former approach, as we did with logarithmic differentiation, to evaluate these limits.

## Example 2-34

As a practical example prove our limit formula for $e$ by evaluating $\lim _{x \rightarrow 0}(1+x)^{\frac{1}{x}}$, a limit of indeterminate form $1^{\infty}$.
Let $y=(1+x)^{\frac{1}{x}}$. Taking the natural logarithm of both sides results in

$$
\ln y=\frac{1}{x} \ln (1+x)
$$

Taking the limit as $x \rightarrow 0$ of the righthand side gives an indeterminate form of type $\frac{0}{0}$ readily evaluated using L'Hôpital's Rule:

$$
\lim _{x \rightarrow 0} \ln y=\lim _{x \rightarrow 0} \frac{\ln (1+x)}{x}=\lim _{x \rightarrow 0} \frac{\frac{1}{1+x}}{1}=\lim _{x \rightarrow 0} \frac{1}{1+x}=\frac{1}{1+0}=1
$$

So

$$
\lim _{x \rightarrow 0}(1+x)^{\frac{1}{x}}=\lim _{x \rightarrow 0} y=\lim _{x \rightarrow 0} e^{\ln y}=e^{\left(\lim _{x \rightarrow 0} \ln y\right)}=e^{1}=e
$$

This was the limit stated for $e$ given before.

## Example 2-35

Evaluate the following limits:

1. $\lim _{x \rightarrow 0}(\sin x)^{x}$
2. $\lim _{x \rightarrow \infty}(\ln x)^{\frac{1}{x}}$
3. $\lim _{x \rightarrow 1}(2 x-1)^{\frac{1}{\ln x}}$

## Solution:

1. As $x \rightarrow 0,(\sin x)^{x} \rightarrow 0^{0}$ indeterminate form.

Let $y=(\sin x)^{x} \Longrightarrow \ln y=\ln \left[(\sin x)^{x}\right]=x \ln (\sin x)$
Then $\lim _{x \rightarrow 0} \ln y=\lim _{x \rightarrow 0} x \ln (\sin x) \quad(0 \cdot \infty$ form $)$

$$
\begin{aligned}
& =\lim _{x \rightarrow 0} \frac{\ln (\sin x)}{x^{-1}} \quad\left(\frac{\infty}{\infty} \text { form }\right) \\
& =\lim _{x \rightarrow 0} \frac{\frac{\cos x}{\sin x}}{-\frac{1}{x^{2}}}=\lim _{x \rightarrow 0} \frac{-x^{2} \cos x}{\sin x} \quad\left(\frac{0}{0} \text { form }\right) \\
& \text { (LH) } \\
& =\lim _{x \rightarrow 0} \frac{-2 x \cos x+x^{2} \sin x}{\cos x}=\frac{0}{1}=0
\end{aligned}
$$

Finally exponentiate the result $\lim _{x \rightarrow 0} \ln y=0$ to get the desired limit:

$$
\lim _{x \rightarrow 0}(\sin x)^{x}=\lim _{x \rightarrow 0} y=\lim _{x \rightarrow 0} e^{\ln y}=e^{\lim _{x \rightarrow 0} \ln y}=e^{0}=1
$$

2. As $x \rightarrow \infty,(\ln x)^{\frac{1}{x}} \rightarrow \infty^{0}$ indeterminate form.

Let $y=(\ln x)^{\frac{1}{x}} \Longrightarrow \ln y=\ln \left[(\ln x)^{\frac{1}{x}}\right]=\frac{1}{x} \ln (\ln x)=\frac{\ln (\ln x)}{x}$

$$
\text { Therefore } \begin{aligned}
\lim _{x \rightarrow \infty} \ln y & =\lim _{x \rightarrow \infty}=\frac{\ln (\ln x)}{x} \quad\left(\frac{\infty}{\infty} \text { form }\right) \\
& =\lim _{x \rightarrow \infty} \frac{\frac{1}{\ln x} \cdot \frac{1}{x}}{1}=\lim _{x \rightarrow \infty} \frac{1}{x \ln x}=\frac{1}{\infty}=0
\end{aligned}
$$

Exponentiating we have that $\lim _{x \rightarrow \infty} \ln y=0$ implies:

$$
\lim _{x \rightarrow \infty}(\ln x)^{\frac{1}{x}}=\lim _{x \rightarrow \infty} y=\lim _{x \rightarrow \infty} e^{\ln y}=e^{\lim _{x \rightarrow \infty} \ln y}=e^{0}=1
$$

3. As $x \rightarrow 1,(2 x-1)^{\frac{1}{\ln x}} \rightarrow 1^{\infty}$ indeterminate form.

Let $y=(2 x-1)^{\frac{1}{\ln x}} \Longrightarrow \ln y=\ln \left[(2 x-1)^{\frac{1}{\ln x}}\right]=\frac{\ln (2 x-1)}{\ln x}$

$$
\text { Therefore } \begin{aligned}
\lim _{x \rightarrow 1} \ln y & =\lim _{x \rightarrow 1} \frac{\ln (2 x-1)}{\ln x} \quad\left(\frac{0}{0} \text { form }\right) \\
& =\lim _{x \rightarrow 1} \frac{\frac{2}{2 x-1}}{\frac{1}{x}}=\lim _{x \rightarrow 1} \frac{2 x}{2 x-1} \\
& =\frac{2(1)}{2(1)-1}=\frac{2}{2-1}=\frac{2}{1}=2
\end{aligned}
$$

Then $\lim _{x \rightarrow 1} \ln y=2$ implies:

$$
\lim _{x \rightarrow 1}(2 x-1)^{\frac{1}{\ln x}}=\lim _{x \rightarrow 1} y=\lim _{x \rightarrow 1} e^{\ln y}=e^{\lim _{x \rightarrow 1} \ln y}=e^{2}
$$

## Further Questions:

Evaluate the following limits:

1. $\lim _{x \rightarrow \infty}\left(1+e^{x}\right)^{e^{-x}}$
2. $\lim _{x \rightarrow 0^{+}}\left(e^{x}-1\right)^{x}$
3. $\lim _{x \rightarrow \infty}\left(1+\frac{3}{x}+\frac{5}{x^{2}}\right)^{x}$
4. $\lim _{x \rightarrow 1^{-}}(1-x)^{\ln x}$
5. $\lim _{x \rightarrow \frac{\pi}{2}-}(\tan x)^{\cos x}$

Answers:
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## Exercise 2-6

1-16: Evaluate the given limit if it exists. If it does not exist but has an infinite trend $(+\infty$ or $-\infty)$ indicate the trend.

1. $\lim _{x \rightarrow 2} \frac{2 x^{2}-x-6}{x^{2}+x-6}$
2. $\lim _{x \rightarrow 0} \frac{\sin 3 x}{5 x}$
3. $\lim _{x \rightarrow \frac{\pi}{2}} \frac{1-\sin x}{2 \cos x}$
4. $\lim _{x \rightarrow 0} \frac{\tan ^{-1} x}{5 x}$
5. $\lim _{x \rightarrow \infty} \frac{\ln x}{x^{2}}$
6. $\lim _{x \rightarrow \infty} \frac{3 e^{x}+\ln x}{e^{x}+x}$
7. $\lim _{x \rightarrow \infty}(x-2) e^{-x^{3}}$
8. $\lim _{x \rightarrow \infty} e^{-2 x} \ln x$
9. $\lim _{x \rightarrow 0}\left(\frac{2}{e^{x}-1}-\frac{3}{x}\right)$
10. $\lim _{x \rightarrow-\infty} x\left(\frac{\pi}{2}+\tan ^{-1} x\right)$
11. $\lim _{x \rightarrow 1}\left(\frac{1}{x-1}-\frac{1}{x^{2}-1}\right)$
12. $\lim _{x \rightarrow \infty}[\ln x-\ln (2 x+3)]$
13. $\lim _{x \rightarrow \infty}\left(1-\frac{5}{x}\right)^{2 x}$
14. $\lim _{x \rightarrow 0}\left(e^{2 x}-1\right)^{3 x}$
15. $\lim _{x \rightarrow \infty}(1+\ln x)^{e^{-x}}$
16. $\lim _{x \rightarrow 0}(\sin 2 x)^{x}$

## Chapter 2 Review Exercises

Answers:
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1. For the function $f(x)=3+\frac{1}{x^{3}}$ :
(a) Show the function is one-to-one.
(b) Find the inverse of the function, $g(x)=f^{-1}(x)$.
(c) Calculate the derivative $g^{\prime}(11)$.

2-13: Find the indicated derivative.
2. $f(x)=\frac{2 \ln x+5}{e^{3 x}+4}, f^{\prime}(x)$
3. $f(t)=\ln \left(t^{4}+e^{2 t}+1\right), f^{\prime}(t)$
4. $g(x)=\ln \sqrt[3]{\frac{x+1}{2 x+4}}, g^{\prime}(x)$
5. $F(y)=\sqrt{e^{4 y}+e^{-4 y}}+2 e^{y}, F^{\prime}(0)$
6. $f(x)=x^{2} e^{-x^{2}}, f^{\prime \prime}(x)$
7. $y=(2 x+3)^{4 x}, y^{\prime}$
8. $f(t)=10^{e^{t}}, f^{\prime}(t)$
9. $y=(\ln x)^{\cos x}, y^{\prime}$
10. $\ln x+\ln y=e^{x y}, y^{\prime}$
11. $f(x)=\tan ^{-1}\left(e^{x}+\ln x\right), f^{\prime}(x)$
12. $g(t)=\sin ^{-1}(\tan t+3), g^{\prime}(t)$
13. $h(x)=\log \left(\cos ^{-1} x+1\right), h^{\prime}(x)$

14-23: Evaluate the given integral.
14. $\int \frac{e^{4 \sqrt{x}}}{\sqrt{x}} d x$
15. $\int \frac{4 x^{2}}{2 x+1} d x$
16. $\int 4^{x} e^{2 x} d x$
17. $\int 4^{x}\left(4+\cos 4^{x}\right) d x$
18. $\int_{0}^{1} \frac{e^{2 x}}{1+e^{4 x}} d x$
19. $\int \frac{\cos x}{\sqrt{3-\sin ^{2} x}} d x$
20. $\int \frac{\tan (\ln x)}{x} d x$
21. $\int \frac{x+2}{\sqrt{16-x^{2}}} d x$
22. $\int \frac{2}{3 x \sqrt{x^{4}-1}} d x$
23. $\int_{0}^{\pi / 2} \frac{\sin x}{1+\cos ^{2} x} d x$
24. Find the points on the graph of $y=\tan ^{-1}(2 x)$ at which the tangent line is parallel to the line $x-2 y-8=0$.

25-31: Evaluate the given limit.
25. $\lim _{x \rightarrow \infty} \frac{x^{3}+4 x+2}{\ln (x+2)}$
26. $\lim _{x \rightarrow 0} \frac{\sin ^{-1}(2 x)}{\tan ^{-1}(2 x)}$
27. $\lim _{x \rightarrow 1}(\ln x)^{x^{2}-1}$
28. $\lim _{x \rightarrow 0}\left(\frac{1}{e^{x}-1}-\frac{1}{e^{x}-e^{-x}}\right)$
29. $\lim _{x \rightarrow \infty}\left(e^{x}+x\right)^{1 / x}$
30. $\lim _{x \rightarrow 1}(1+2 \ln x)^{\frac{1}{x-1}}$
31. $\lim _{x \rightarrow \infty}[\ln (5 x+2)-\ln (2 x+5)]$
32. A certain bacteria culture doubles in size every 5 minutes. If there are 1000 bacteria initially present, how many will there be in 30 minutes?
33. A drug used for sedation decays exponentially. It is observed that the amount decays by $25 \%$ after each hour. A patient receiving this drug should not drive until there is only 30 mg left in their system. If the initial dose is 400 mg , how long will it be until it is safe to drive?

## Chapter 3: Integration Methods

### 3.1 Integration by Parts

Just as the Chain Rule for differentiation leads to the useful Method of Substitution for solving integrals, so too does the Product Rule result in a useful method for solving integrals. Starting with the Product Rule

$$
\frac{d}{d x}[f(x) g(x)]=f^{\prime}(x) g(x)+f(x) g^{\prime}(x)
$$

one can integrate both sides of the equation to get:

$$
\int \frac{d}{d x}[f(x) g(x)] d x=\int f^{\prime}(x) g(x) d x+\int f(x) g^{\prime}(x) d x
$$

An antiderivative of the derivative of a function is just the function itself so the left-hand side becomes $f(x) g(x)+C$. The constant $C$ may be absorbed into the indefinite integrals on the right and so one has:

$$
f(x) g(x)=\int f^{\prime}(x) g(x) d x+\int f(x) g^{\prime}(x) d x
$$

Reordering the terms gives

$$
\int f(x) g^{\prime}(x) d x=f(x) g(x)-\int f^{\prime}(x) g(x) d x
$$

The formula suggests that a useful strategy for evaluating an integral is to consider an integrand as a product of two terms, one of which may be differentiated $(f(x))$ and one which may be integrated $\left(g^{\prime}(x)\right)$ to produce a new integral that is perhaps more easy to evaluate than the original. It is customary to define $u=f(x)$ and $v=g(x)$. One then has the corresponding differentials $d u=f^{\prime}(x) d x$ and $d v=g^{\prime}(x) d x$. The formula becomes:

$$
\int u d v=u v-\int v d u
$$

This is the Integration by Parts formula.

## Example 3-1

Integrate $\int x^{2} \ln x d x$.
The fact that $\ln x$ is easily differentiated and $x^{2}$ easily integrated suggests we reorder the terms and identify $u$ and $d v$ as follows:

$$
\int \underbrace{\ln x}_{=u} \underbrace{x^{2} d x}_{=d v}
$$

Then $u=\ln x$ implies (differentiating) that $d u=\frac{1}{x} d x$. The differential $d v=x^{2} d x$ is integrated to give $v=\frac{1}{3} x^{3}$. The Integration by Parts formula $\int u d v=u v-\int v d u$ implies:

$$
\begin{aligned}
\int(\ln x) \cdot\left(x^{2} d x\right) & =(\ln x) \cdot\left(\frac{1}{3} x^{3}\right)-\int\left(\frac{1}{3} x^{3}\right) \cdot\left(\frac{1}{x} d x\right) \\
& =\frac{1}{3} x^{3} \ln x-\frac{1}{3} \int x^{2} d x \\
& =\frac{1}{3} x^{3} \ln x-\frac{1}{3} \cdot \frac{1}{3} x^{3}+C \\
& =\frac{1}{3} x^{3} \ln x-\frac{1}{9} x^{3}+C
\end{aligned}
$$

In general, to apply Integration by Parts select $u$ and $d v$ so that

1. The product $u d v$ is equal to the original integrand.
2. $d v$ can be integrated.
3. The new integral $\int v d u$ is easier than the original integral.
4. For integrals involving $x^{p} e^{a x}$ try $u=x^{p}, d v=e^{a x} d x$.
5. For integrals involving $x^{p}(\ln x)^{q}$ try $u=(\ln x)^{q}, d v=x^{p} d x$.

As with assigning $u$ to $\ln x$ in the last suggestion, we often will assign $u$ to an inverse function because its derivative is known. Integration by Parts can then (hopefully) convert the expression into something that can be integrated.

An integral may have several ways it can be broken into $u$ and $d v$ that can be tried when applying Integration by Parts. Only one of these, or indeed none of these, may actually work to allow integration of the function.

## Example 3-2

Evaluate the following integrals:

1. $\int\left(x^{2}+x\right) e^{-x} d x$
2. $\int e^{2 x} \sin x d x$
3. $\int_{0}^{1} \sin ^{-1} x d x$

## Solution:

1. Let $u=x^{2}+x$ so $d u=(2 x+1) d x$ and $d v=e^{-x} d x$. Integrating the latter (using the substitution $w=-x$ if needed) gives $v=-e^{-x}$. Integration by Parts gives:

$$
\begin{array}{r}
\int\left(x^{2}+x\right) e^{-x} d x=\left(x^{2}+x\right)\left(-e^{-x}\right)-\int\left(-e^{-x}\right)(2 x+1) d x \\
=-\left(x^{2}+x\right) e^{-x}+\int(2 x+1) e^{-x} d x
\end{array}
$$

Use Integration by Parts again. Let $u=(2 x+1)$ so $d u=2 d x$ and $d v=e^{-x}$ so $v=-e^{-x}$ again to get:

$$
\begin{aligned}
\int\left(x^{2}+x\right) e^{-x} d x & =-\left(x^{2}+x\right) e^{-x}+(2 x+1)\left(-e^{-x}\right)-\int\left(-e^{-x}\right) 2 d x \\
& =-\left(x^{2}+x\right) e^{-x}-(2 x+1) e^{-x}+2 \int e^{-x} d x \\
& =-\left(x^{2}+x\right) e^{-x}-(2 x+1) e^{-x}-2 e^{-x}+C \\
& =\left(-x^{2}-3 x-3\right) e^{-x}+C
\end{aligned}
$$

2. Let $u=e^{2 x}$ so $d u=2 e^{2 x} d x$ and $d v=\sin x d x$ so (integrating) $v=-\cos x$. Using Integration by Parts gives:

$$
\int e^{2 x} \sin x d x=e^{2 x}(-\cos x)-\int(-\cos x) e^{2 x} d x=-e^{2 x} \cos x+2 \int e^{2 x} \cos x d x
$$

Use Integration by Parts on the final integral with $u=e^{2 x}$ so $d u=2 e^{2 x}$ and $d v=\cos x d x$ so $v=\sin x$ to get

$$
\begin{aligned}
\int e^{2 x} \sin x d x & =-e^{2 x} \cos x+2\left[e^{2 x} \sin x-\int(\sin x)\left(2 e^{2 x}\right) d x\right] \\
& =-e^{2 x} \cos x+2 e^{2 x} \sin x-4 \int e^{2 x} \sin x d x
\end{aligned}
$$

This is a wrap-around integral in that we have produced the same integral with which we have started. Solve for the integral as we would any variable:

$$
\begin{aligned}
& \int e^{2 x} \sin x d x+4 \int e^{2 x} \sin x d x=-e^{2 x} \cos x+2 e^{2 x} \sin x \\
& \Longrightarrow 5 \int e^{2 x} \sin x d x=-e^{2 x} \cos x+2 e^{2 x} \sin x \\
& \Longrightarrow \int e^{2 x} \sin x d x=-\frac{1}{5} e^{2 x} \cos x+\frac{2}{5} e^{2 x} \sin x+C
\end{aligned}
$$

Here a constant of integration must be included, as with any indefinite integral, to provide the most general solution.
3. Let $u=\sin ^{-1} x$ so $d u=\frac{1}{\sqrt{1-x^{2}}} d x$ and $d v=d x$ so $v=x$ :

$$
\int_{0}^{1} \sin ^{-1} x d x=\left.x \sin ^{-1} x\right|_{0} ^{1}-\int_{0}^{1} \frac{x}{\sqrt{1-x^{2}}} d x
$$

Note for Integration by Parts how the limits carry over to the new expression. They do not change as they would for a substitution. To evaluate the integral on the right-hand side we do however require a substitution. Let $w=1-x^{2}$ so $d w=-2 x d x \Longrightarrow \frac{1}{2} d w=-x d x$. The new limits are $x=1 \Longrightarrow w=1-1^{2}=0$ and $x=0 \Longrightarrow w=1-0^{2}=1$ and we have:

$$
\begin{aligned}
\int \sin ^{-1} x d x & =\left.x \sin ^{-1} x\right|_{0} ^{1}+\int_{1}^{0} \frac{1}{\sqrt{w}} \frac{d w}{2} \\
& =\left.x \sin ^{-1} x\right|_{0} ^{1}+\left.\sqrt{w}\right|_{1} ^{0} \\
& =(1) \sin ^{-1}(1)-(0) \sin ^{-1}(0)+\sqrt{0}-\sqrt{1}=\frac{\pi}{2}-1
\end{aligned}
$$

Alternatively, to use the same limits all the way through, evaluate the indefinite integral on the side to get the antiderivative:

$$
-\int \frac{x}{\sqrt{1-x^{2}}} d x=\int \frac{1}{\sqrt{w}} \frac{d w}{2}=\sqrt{w}+C=\sqrt{1-x^{2}}+C
$$

The original integral becomes:

$$
\begin{aligned}
\int_{0}^{1} \sin ^{-1} x d x & =\left.x \sin ^{-1} x\right|_{0} ^{1}-\int_{0}^{1} \frac{x}{\sqrt{1-x^{2}}} d x=\left[x \sin ^{-1} x+\left.\sqrt{1-x^{2}}\right|_{0} ^{1}\right. \\
& =\left[(1) \sin ^{-1}(1)+\sqrt{1-1^{2}}\right]-\left[(0) \sin ^{-1}(0)-\sqrt{1-0^{2}}\right]=\frac{\pi}{2}-1
\end{aligned}
$$

as before.

## Further Questions:

Evaluate the following integrals:

1. $\int \ln x d x$
2. $\int x e^{x} d x$
3. $\int x^{2} e^{-x} d x$
4. $\int e^{x} \cos x d x$
5. $\int x^{3}(\ln x)^{2} d x$
6. $\int \sin (\ln x) d x$
7. $\int \theta \sec ^{2} \theta d \theta$
8. $\int x^{5} e^{-x^{3}} d x$
9. $\int x \sin \left(x^{2}\right) d x$
10. $\int \cos ^{2} x d x$

## Exercise 3-1

Answers:
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### 3.2 Trigonometric Integrals

## Strategy for Evaluating $\int \sin ^{m} x \cos ^{n} x d x$

1. For an odd power of sine $(m=2 k+1)$, save one sine factor and express the remaining sine factors in terms of cosine using the identity $\sin ^{2} x=1-\cos ^{2} x$ :

$$
\int \sin ^{2 k+1} x \cos ^{n} x d x=\int\left(\sin ^{2} x\right)^{k} \cos ^{n} x \sin x d x=\int\left(1-\cos ^{2} x\right)^{k} \cos ^{n} x \sin x d x
$$

Then substitute $u=\cos x$.
2. For an odd power of cosine $(n=2 k+1)$, save one cosine factor and express the remaining cosine factors in terms of sine using the identity $\cos ^{2} x=1-\sin ^{2} x$ :

$$
\int \sin ^{m} x \cos ^{2 k+1} x d x=\int \sin ^{m} x\left(\cos ^{2} x\right)^{k} \cos x d x=\int \sin ^{m} x\left(1-\sin ^{2} x\right)^{k} \cos x d x
$$

Then substitute $u=\sin x$.
3. If the powers of both sine and cosine are even, use the trigonometric identities:

$$
\sin ^{2} x=\frac{1}{2}(1-\cos 2 x) \quad \cos ^{2} x=\frac{1}{2}(1+\cos 2 x)
$$

These may need to be used repeatedly. The identity $\sin x \cos x=\frac{1}{2} \sin 2 x$ may also be useful.

Either 1 or 2 can be used if the powers of sine and cosine are both odd.

## Example 3-3

Evaluate the following integrals:

1. $\int \sin ^{3} x \cos ^{6} x d x$
2. $\int \tan ^{2} x \cos ^{5} x d x$

## Solution:

1. Take one factor of $\sin x$ out of the odd power of sine to become part of the differential and write the remaining powers in terms of cosine:

$$
\int \sin ^{3} x \cos ^{6} x d x=\int \sin ^{2} x \cos ^{6} x \sin x d x=\int\left(1-\cos ^{2} x\right) \cos ^{6} x \sin x d x
$$

Then substitute $u=\cos x$ so $d u=-\sin x d x \Longrightarrow-d u=\sin x d x$. The integral becomes:

$$
\begin{aligned}
& =\int\left(1-u^{2}\right) u^{6}(-d u)=\int\left(u^{8}-u^{6}\right) d u \\
& =\frac{1}{9} u^{9}-\frac{1}{7} u^{7}+C=\frac{1}{9} \cos ^{9} x-\frac{1}{7} \cos ^{7} x+C
\end{aligned}
$$

2. All trigonometric expressions can be written in terms of sine and cosine. We try that here.

$$
\int \tan ^{2} x \cos ^{5} x d x=\int \frac{\sin ^{2} x}{\cos ^{2} x} \cos ^{5} x d x=\int \sin ^{2} x \cos ^{3} x d x
$$

Next take out $\cos x$ from the odd power of cosine to be part of the differential:

$$
=\int \sin ^{2} x \cos ^{2} x \cos x d x=\int \sin ^{2} x\left(1-\sin ^{2} x\right) \cos x d x
$$

Finally let $u=\sin x$ so $d u=\cos x d x$. The integral becomes

$$
=\int u^{2}\left(1-u^{2}\right) d u=\int\left(u^{2}-u^{4}\right) d u=\frac{1}{3} u^{3}-\frac{1}{5} u^{5}+C=\frac{1}{3} \sin ^{3} x-\frac{1}{5} \sin ^{5} x+C
$$

## Further Questions:

Evaluate the following integrals:

1. $\int \sin ^{4} x \cos ^{3} x d x$
2. $\int \sin ^{3} x d x$
3. $\int \cot ^{5} x \sin ^{2} x d x$
4. $\int \sin ^{2} x d x$
5. $\int \sin ^{4} x d x$
6. $\int \cos ^{2} x \sin ^{2} x d x$

## Strategy for Evaluating $\int \tan ^{m} x \sec ^{n} x d x$

1. For an odd power of tangent $(m=2 k+1)$, save a factor of $\sec x \tan x$ and express the remaining factors of tangent in terms of $\sec x$ using the identity $\tan ^{2} x=\sec ^{2} x-1$ :
$\int \tan ^{2 k+1} x \sec ^{n} x d x=\int\left(\tan ^{2} x\right)^{k} \sec ^{n-1} x \sec x \tan x d x=\int\left(\sec ^{2} x-1\right)^{k} \sec ^{n-1} x \sec x \tan x d x$
Then substitute $u=\sec x$.
2. For an even power of secant $(n=2 k)$, save a factor of $\sec ^{2} x$ and express the remaining secant factors in terms of $\tan x$ using the identity $\sec ^{2} x=1+\tan ^{2} x$ :

$$
\int \tan ^{m} x \sec ^{2 k} x d x=\int \tan ^{m} x\left(\sec ^{2} x\right)^{k-1} \sec ^{2} x d x=\int \tan ^{m} x\left(1+\tan ^{2} x\right)^{k-1} \sec ^{2} x d x
$$

Then substitute $u=\tan x$.
3. If $m$ is even and $n=0$ (i.e. no factors of secant), convert a single factor of $\tan ^{2} x$ using $\tan ^{2} x=\sec ^{2} x-1$. The first term will then be integrable and the procedure may be repeated on the second integral of now lower power.

## Strategy for Evaluating $\int \cot ^{m} x \csc ^{n} x d x$

1. For an odd power of cotangent $(m=2 k+1)$, save a factor of $\csc x \cot x$ and express the remaining factors of cotangent in terms of $\csc x$ using the identity $\cot ^{2} x=\csc ^{2} x-1$ :
$\int \cot ^{2 k+1} x \csc ^{n} x d x=\int\left(\cot ^{2} x\right)^{k} \csc ^{n-1} x \csc x \cot x d x=\int\left(\csc ^{2} x-1\right)^{k} \csc ^{n-1} x \csc x \cot x d x$
Then substitute $u=\csc x$.
2. For an even power of cosecant $(n=2 k)$, save a factor of $\csc ^{2} x$ and express the remaining factors of cosecant in terms of $\cot x$ using the identity $\csc ^{2} x=1+\cot ^{2} x$ :

$$
\int \cot ^{m} x \csc ^{2 k} x d x=\int \cot ^{m} x\left(\csc ^{2} x\right)^{k-1} \csc ^{2} x d x=\int \cot ^{m} x\left(1+\cot ^{2} x\right)^{k-1} \csc ^{2} x d x
$$

Then substitute $u=\cot x$.
3. If $m$ is even and $n=0$ (i.e. no factors of cosecant), convert a single factor of $\cot ^{2} x$ using $\cot ^{2} x=\csc ^{2} x-1$. The first term will then be integrable and the procedure may be repeated on the second integral of now lower power.

Note: This strategy is identical for that of tangents and secants with the identification $\tan \Rightarrow$ cot and $\mathrm{sec} \Rightarrow \mathrm{csc}$.

## Example 3-4

Evaluate the following integrals:

1. $\int \tan ^{5} x \sec ^{4} x d x$
2. $\int \cot ^{4} x \csc ^{4} x d x$
3. $\int_{0}^{\pi / 4} \tan x \sec ^{5} x d x$

## Solution:

1. Imagining a tangent substitution we pull out a $\sec ^{2} x$ to be part of the differential. The remaining even power of secant can be converted to tangent as needed.

$$
\begin{aligned}
& \int \tan ^{5} x \sec ^{4} x d x=\int \tan ^{5} x \sec ^{2} x \sec ^{2} x d x=\int \tan ^{5} x\left(1+\tan ^{2} x\right) \sec ^{2} x d x \\
& \text { Let } u=\tan x \text { so } d u=\sec ^{2} x: \\
&=\int u^{5}\left(1+u^{2}\right) d u=\int\left(u^{5}+u^{7}\right) d u \\
&=\frac{1}{6} u^{6}+\frac{1}{8} u^{8}+C=\frac{1}{6} \tan ^{6} x+\frac{1}{8} \tan ^{8} x+C
\end{aligned}
$$

It is to be noted here that a secant substitution will also work here as pulling out $\sec x \tan x$ to be part of the differential leaves an even power of tangent which can be converted to secant. The final answer, in terms of secant, will differ at most by a constant from the answer above.
2. Envisioning a cotangent substitution we try pulling out $\csc ^{2} x$ to be part of the differential. The remaining even power of cosecant can be converted to cotangent:

$$
\begin{aligned}
\int \cot ^{4} x \csc ^{4} x d x & =\int \cot ^{4} x \csc ^{2} x \csc ^{2} x d x=\int \cot ^{4} x\left(1+\cot ^{2} x\right) \csc ^{2} x d x \\
& \text { Let } u=\cot x \text { so } d u=-\csc ^{2} x d x \\
& =\int u^{4}\left(1+u^{2}\right)(-d u)=\int\left(-u^{4}-u^{6}\right) d u \\
& =-\frac{1}{5} u^{5}-\frac{1}{7} u^{7}+C=-\frac{1}{5} \cot ^{5} x-\frac{1}{7} \cot ^{7} x+C
\end{aligned}
$$

Note that removing $\csc x \cot x$ for the differential for a $\csc x$ substitution will not work here as the remaining power of cotangent would be odd.
3. Anticipating a secant substitution we separate $\sec x \tan x$ for the differential:

$$
\begin{aligned}
\int_{0}^{\pi / 4} \tan x \sec ^{5} x d x & =\int_{0}^{\pi / 4} \sec ^{4} x \sec x \tan x d x \\
& \text { Let } u=\sec x \operatorname{so} d u=\sec x \tan x d x . \text { The limits become: } \\
x & =\pi / 4 \Longrightarrow u=\sec (\pi / 4)=\frac{1}{\cos (\pi / 4)}=\frac{1}{1 / \sqrt{2}}=\sqrt{2} \\
x & =0 \Longrightarrow u=\sec (0)=\frac{1}{\cos (0)}=\frac{1}{1}=1 \\
& =\int_{1}^{\sqrt{2}} u^{4} d u=\left.\frac{1}{5} u^{5}\right|_{1} ^{\sqrt{2}}=\frac{1}{5}\left[(\sqrt{2})^{5}-1^{5}\right]=\frac{4 \sqrt{2}-1}{5}
\end{aligned}
$$

## Further Questions:

Evaluate the following integrals:

1. $\int \tan ^{3} x \sec ^{3} x d x$
2. $\int \tan ^{2} x \sec ^{4} x d x$
3. $\int \tan ^{3} x d x$
4. $\int \sec x d x$
5. $\int \sec ^{3} x d x$
6. $\int \tan ^{4} x d x$
7. $\int \cot ^{3} x \csc ^{4} x d x$
8. $\int \cot ^{3} x \csc ^{3} x d x$
9. $\int \csc x d x$
10. $\int_{\frac{\pi}{4}}^{\frac{3 \pi}{4}} \csc ^{4} x d x$

## Strategy for Evaluating $\int \sin m x \cos n x d x, \int \sin m x \sin n x d x, \int \cos m x \cos n x d x$

Apply the corresponding trigonometric identity:

- $\sin a \cos b=\frac{1}{2}[\sin (a-b)+\sin (a+b)]$
- $\sin a \sin b=\frac{1}{2}[\cos (a-b)-\cos (a+b)]$
- $\cos a \cos b=\frac{1}{2}[\cos (a-b)+\cos (a+b)]$
with $a=m x$ and $b=n x$.


## Example 3-5

Evaluate the following integrals:

1. $\int \sin 3 x \cos 4 x d x$
2. $\int_{0}^{\frac{\pi}{2}} \sin 2 x \sin 3 x d x$

## Solution:

1. Letting $a=3 x$ and $b=4 x$ in the appropriate trigonometric identity gives:

$$
\begin{aligned}
\int \sin 3 x \cos 4 x d x & =\frac{1}{2} \int[\sin (3 x-4 x)+\sin (3 x+4 x)] d x \\
& =\frac{1}{2} \int[\sin (-x)+\sin (7 x)] d x=\frac{1}{2} \int(-\sin x+\sin 7 x) d x \\
& =\frac{1}{2}\left(\cos x-\frac{1}{7} \cos 7 x\right)+C
\end{aligned}
$$

Note here we used that sine is an odd function to write $\sin (-x)=-\sin x$ before integrating. We then integrated term by term doing the substitution $u=7 x$ in the second integral.
2. Letting $a=2 x$ and $b=3 x$ in the appropriate trigonometric identity gives:

$$
\begin{aligned}
\int_{0}^{\frac{\pi}{2}} \sin 2 x \sin 3 x d x & =\frac{1}{2} \int_{0}^{\frac{\pi}{2}}[\cos (2 x-3 x)-\cos (2 x+3 x)] d x \\
& =\frac{1}{2} \int_{0}^{\frac{\pi}{2}}[\cos (-x)-\cos (5 x)] d x=\frac{1}{2} \int_{0}^{\frac{\pi}{2}}(\cos x-\cos 5 x) d x \\
& =\frac{1}{2}\left[\sin x-\left.\frac{1}{5} \sin 5 x\right|_{0} ^{\frac{\pi}{2}}=\frac{1}{2}\left[\sin \frac{\pi}{2}-\frac{1}{5} \sin \frac{5 \pi}{2}\right]-\frac{1}{2}\left[\sin 0-\frac{1}{5} \sin 0\right]\right. \\
& =\frac{1}{2}\left[1-\frac{1}{5}(1)\right]=\frac{1}{2} \cdot \frac{5-1}{5}=\frac{1}{2} \cdot \frac{4}{5}=\frac{2}{5}
\end{aligned}
$$

## Further Questions:

Evaluate the following integrals:

1. $\int \sin 4 x \cos 5 x d x$
2. $\int \sin 2 x \sin 6 x d x$
3. $\int_{0}^{\frac{\pi}{4}} \cos 2 x \cos 4 x d x$
4. $\int \sin 2 x \sin 6 x \cos 2 x d x$

## A Note on Trigonometric Identities

Note that the various trigonometric identities require in this section follow readily from the three basic identities:
a) $\sin ^{2} x+\cos ^{2} x=1$
b) $\sin (x \pm y)=\sin x \cos y \pm \cos x \sin y$
c) $\cos (x \pm y)=\cos x \cos y \mp \sin x \sin y$

The half-angle identities follow from c) setting $y=x$ and then replacing alternately $\sin ^{2} x$ or $\cos ^{2} x$ using a). Dividing a) by $\cos ^{2} x$ gives the identity involving tangent and secant, while dividing a) by $\sin ^{2} x$ gives the identity involving cotangent and cosecant. The last three identities on this page follow by solving for the various products using the + and - equations from the appropriate angle addition formula b) or c).

## Exercise 3-2

Answers:
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### 3.3 Trigonometric Substitution

Some integrals, typically involving roots, may be resolved by using the Substitution Method where the old variable is defined in terms of a new variable via a trigonometric function.

## Example 3-6

Find the indefinite integral $\int \sqrt{4-x^{2}} d x$. We consider the substitution $\theta(x)$ defined via

$$
x=2 \sin \theta
$$

(and so $d x=2 \cos \theta d \theta$ ). Unlike our usual application of the substitution method here we have defined $\theta$ implicitly. To make $\theta(x)$ unique as required we add the additional constraint $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$. (Equivalently we recognize that the explicit substitution which has been done is just $\theta=\sin ^{-1}\left(\frac{x}{2}\right)$ which, recall, is defined with this range.) The integral becomes

$$
\begin{aligned}
\int \sqrt{4-x^{2}} d x & =\int \sqrt{4-4 \sin ^{2} \theta} \cdot 2 \cos \theta d \theta \\
& =\int \sqrt{4} \sqrt{1-\sin ^{2} \theta} \cdot 2 \cos \theta d \theta \\
& =4 \int \cos \theta \cos \theta d \theta=4 \int \cos ^{2} \theta d \theta \\
& =4 \int \frac{1}{2}(1+\cos 2 \theta) d \theta=2 \int d \theta+2 \int \cos 2 \theta d \theta \\
& =2 \theta+\sin 2 \theta+C=2 \theta+2 \sin \theta \cos \theta+C \\
& =2 \sin ^{-1}\left(\frac{x}{2}\right)+2\left(\frac{x}{2}\right) \frac{1}{2} \sqrt{4-x^{2}}+C \\
& =2 \sin ^{-1}\left(\frac{x}{2}\right)+\frac{1}{2} x \sqrt{4-x^{2}}+C
\end{aligned}
$$

Note that when we solved the identity $1-\sin ^{2} \theta=\cos ^{2} \theta$ for $\cos \theta$ we used that $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$ to get $\cos \theta=\sqrt{1-\sin ^{2} \theta}$ since $\cos \theta$ is indeed positive on the interval. This choice of positive sign was also used in our final step where again $\cos \theta$ was represented by a positive value:

$$
\cos \theta=\sqrt{1-\sin ^{2} \theta}=\sqrt{1-x^{2} / 4}=\sqrt{\left(4-x^{2}\right) / 4}=\sqrt{4-x^{2}} \sqrt{1 / 4}=\frac{1}{2} \sqrt{4-x^{2}}
$$

Here we could have also drawn a right triangle with angle $\theta$ and length $x$ opposite and hypotenuse of 2 to work out $\cos \theta$.

This method is called Trigonometric Substitution. More generally if an integrand contains one of $\sqrt{a^{2}-x^{2}}, \sqrt{a^{2}+x^{2}}$, or $\sqrt{x^{2}-a^{2}}$ (where $a>0$ is constant) then the radical sign can be removed via the appropriate substitution:

| Expression | Substitution |  | Identity |
| :---: | :---: | :---: | :---: |
| $\sqrt{a^{2}-x^{2}}$ | $x=a \sin \theta$ | $\left(-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}\right)$ | $1-\sin ^{2} \theta=\cos ^{2} \theta$ |
| $\sqrt{a^{2}+x^{2}}$ | $x=a \tan \theta$ | $\left(-\frac{\pi}{2}<\theta<\frac{\pi}{2}\right)$ | $1+\tan ^{2} \theta=\sec ^{2} \theta$ |
| $\sqrt{x^{2}-a^{2}}$ | $x=a \sec \theta \quad\left(0 \leq \theta<\frac{\pi}{2}\right.$ or $\left.\pi \leq \theta<\frac{3 \pi}{2}\right)$ | $\sec ^{2} \theta-1=\tan ^{2} \theta$ |  |

Note that all the ranges of $\theta$ have been chosen so that $\theta$ will equal the relevant inverse trigonometric function with argument $x / a$.

## Example 3-7

Prove the Archimedian result that the area of a circle of radius $R$ is $A=\pi R^{2}$.
The area of a semi-circle of radius $R$ is the area under the curve $y=\sqrt{R^{2}-x^{2}}$ between $x=-R$ and $x=R$ and so the area of a circle is

$$
A=2 \int_{-R}^{R} \sqrt{R^{2}-x^{2}} d x
$$

Using substitution $x=R \sin \theta$, with $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$ gives $d x=R \cos \theta d \theta$. So $\theta=\sin ^{-1}(x / R)$ and the limits become, for $x=R, \theta=\sin ^{-1}(R / R)=\sin ^{-1}(1)=\pi / 2$ and for $x=-R, \theta=\sin ^{-1}(-R / R)=$ $\sin ^{-1}(-1)=-\pi / 2$. The solution of the integral follows, similar to the last example,

$$
\begin{aligned}
A=2 \int_{-R}^{R} \sqrt{R^{2}-x^{2}} d x & =\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sqrt{R^{2}-R^{2} \sin ^{2} \theta} \cdot R \cos \theta d \theta \\
& =2 \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \sqrt{R^{2}} \sqrt{1-\sin ^{2} \theta} \cdot R \cos \theta d \theta \\
& =2 R^{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos \theta \cos \theta d \theta=2 R^{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos ^{2} \theta d \theta \\
& =2 R^{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{2}(1+\cos 2 \theta) d \theta=R^{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}}(1+\cos 2 \theta) d \theta \\
& =R^{2}\left[\theta+\left.\frac{1}{2} \sin 2 \theta\right|_{-\frac{\pi}{2}} ^{\frac{\pi}{2}}\right. \\
& =R^{2}\left\{\left[\frac{\pi}{2}+\frac{1}{2} \sin \pi\right]-\left[-\frac{\pi}{2}+\frac{1}{2} \sin (-\pi)\right]\right\} \\
& =\pi R^{2}
\end{aligned}
$$

## Example 3-8

Evaluate the following integrals:

1. $\int \frac{1}{\left(9-x^{2}\right)^{\frac{3}{2}}} d x$
2. $\int \frac{x^{3}}{\sqrt{4+x^{2}}} d x$
3. $\int \frac{1}{\sqrt{x^{2}-4 x-1}} d x$

## Solution:

1. Recognizing the form $\sqrt{a^{2}-x^{2}}$, let $x=3 \sin \theta$ so $d x=3 \cos \theta d \theta$.

$$
\begin{aligned}
\int \frac{1}{\left(9-x^{2}\right)^{\frac{3}{2}}} d x & =\int \frac{1}{\left(9-9 \sin ^{2} \theta\right)^{\frac{3}{2}}} 3 \cos \theta d \theta=\int \frac{3 \cos \theta}{\left[9\left(1-\sin ^{2} \theta\right)\right]^{\frac{3}{2}}} d \theta \\
& =\int \frac{3 \cos \theta}{\left[9 \cos ^{2} \theta\right]^{\frac{3}{2}}} d \theta=\int \frac{3 \cos \theta}{27 \cos ^{3} \theta} d \theta=\frac{1}{9} \int \frac{1}{\cos ^{2} \theta} d \theta \\
& =\frac{1}{9} \int \sec ^{2} \theta d \theta=\frac{1}{9} \tan \theta+C=\frac{1}{9} \frac{x}{\sqrt{9-x^{2}}}+C
\end{aligned}
$$

In the final step $\tan \theta$ is returned to $x$ by noting that, by the substitution $\sin \theta=\frac{x}{3}$, so a triangle can be drawn with opposite side length of $x$ and hypotenuse length of 3 . The remaining side is solved for using the Pythagorean Theorem and then $\tan \theta$ evaluated as the opposite side length over the adjacent. Any other trigonometric function of $\theta$ may be evaluated in this manner. If $\theta$ is required note that $\theta=\sin ^{-1}\left(\frac{x}{3}\right)$.

2. Recognizing the form $\sqrt{a^{2}+x^{2}}$, let $x=2 \tan \theta$ so $d x=2 \sec ^{2} \theta d \theta$.

$$
\begin{aligned}
\int \frac{x^{3}}{\sqrt{4+x^{2}}} d x & =\frac{8 \tan ^{3} \theta}{\sqrt{4+4 \tan ^{2} \theta}} 2 \sec ^{2} \theta d \theta=\int \frac{16 \tan ^{3} \theta \sec ^{2} \theta}{\sqrt{4\left(1+\tan ^{2} \theta\right)}} d \theta \\
& =\int \frac{16 \tan ^{3} \theta \sec ^{2} \theta}{\sqrt{4 \sec ^{2} \theta}} d \theta=\int \frac{16 \tan ^{3} \theta \sec ^{2} \theta}{\sqrt{4 \sec ^{2} \theta}} d \theta=\int \frac{16 \tan ^{3} \theta \sec ^{2} \theta}{2 \sec \theta} d \theta \\
& =8 \int \tan ^{3} \theta \sec \theta d \theta=8 \int \tan ^{2} \theta \sec \theta \tan \theta d \theta=8 \int\left(\sec ^{2} \theta-1\right) \sec \theta \tan \theta d \theta
\end{aligned}
$$

In the last step we recognized a trigonometric integral and reorganized it anticipating the substitution $u=\sec \theta$ so $d u=\sec \theta \tan \theta d \theta$. The integral becomes:

$$
\begin{aligned}
& =8 \int\left(u^{2}-1\right) d u=8\left[\frac{1}{3} u^{3}-u\right]+C=\frac{8}{3} \sec ^{3} \theta-8 \sec \theta+C \\
& =\frac{8}{3}\left(\frac{\sqrt{4+x^{2}}}{2}\right)^{3}-8 \frac{\sqrt{4+x^{2}}}{2}+C=\frac{1}{3}\left(4+x^{2}\right)^{\frac{3}{2}}-4 \sqrt{4+x^{2}}+C
\end{aligned}
$$

Here $\sec \theta$ is returned to $x$ by noting that, by the substitution $\tan \theta=\frac{x}{2}$, so a triangle can be drawn with opposite side of length $x$ and adjacent side of length 2. The remaining side is solved for using the Pythagorean Theorem and then $\sec \theta=1 / \cos \theta$ is evaluated as the hypotenuse side length over that of the adjacent.

3. For this integral we must first remove the linear $(x)$ term by completing the square. The polynomial $x^{2}-4 x-1$ has $b=-4$ so dividing that by 2 , adding it to $x$, and squaring gives:
$(x+(-4 / 2))^{2}=(x-2)^{2}=x^{2}-4 x+4 \Longrightarrow x^{2}-4 x=(x-2)^{2}-4 \Longrightarrow x^{2}-4 x-1=(x-2)^{2}-5$.
The integral becomes

$$
\int \frac{1}{\sqrt{x^{2}-4 x-1}} d x=\int \frac{1}{\sqrt{(x-2)^{2}-5}} d x=\int \frac{1}{\sqrt{u^{2}-5}} d u
$$

where here we did the substitution $u=x-2$, so $d u=d x$, to get the integral into a form ready for a trigonometric substitution. Recognizing the form $\sqrt{u^{2}-a^{2}}$. Let $u=\sqrt{5} \sec \theta$ so $d u=\sqrt{5} \sec \theta \tan \theta d \theta$. The integral becomes:

$$
\begin{aligned}
& =\int \frac{1}{\sqrt{5 \sec ^{2} \theta-5}} \sqrt{5} \sec \theta \tan \theta d \theta=\int \frac{1}{\sqrt{5\left(\sec ^{2} \theta-1\right)}} \sqrt{5} \sec \theta \tan \theta d \theta \\
& =\int \frac{\sqrt{5} \sec \theta \tan \theta}{\sqrt{5 \tan ^{2} \theta}} d \theta=\int \frac{\sqrt{5} \sec \theta \tan \theta}{\sqrt{5} \tan \theta} d \theta=\int \sec \theta d \theta \quad(\leftarrow \text { Use the known result. }) \\
& =\ln |\sec \theta+\tan \theta|+C=\ln \left|\frac{u}{\sqrt{5}}+\frac{\sqrt{u^{2}-5}}{\sqrt{5}}\right|+C=\ln \left|\frac{x-2}{\sqrt{5}}+\frac{\sqrt{x^{2}-4 x-1}}{\sqrt{5}}\right|+C
\end{aligned}
$$

To return to $u$ note that the substitution implies $\sec \theta=\frac{u}{\sqrt{5}}$. To find $\tan \theta$ a triangle can be drawn, since secant is the reciprocal of cosine, with adjacent side of length $\sqrt{5}$ and hypotenuse of length $u$. The remaining side is solved for using the Pythagorean Theorem and then the result follows by evaluating the opposite side length over the adjacent side length. Finally we return to $x$ using $u=x-2$.


## Further Questions:

Evaluate the following integrals:

1. $\int_{1}^{2} \frac{1}{x^{2} \sqrt{16-x^{2}}} d x$
2. $\int \frac{\sqrt{x^{2}-9}}{x^{4}} d x$
3. $\int \frac{1}{\left(x^{2}+2 x+2\right)^{2}} d x$
4. $\int \frac{2 x-3}{x^{2}-4 x+8} d x$
5. $\int \frac{1}{x^{3} \sqrt{x^{2}-25}} d x$
6. $\int \frac{x^{2}}{\left(2-9 x^{2}\right)^{\frac{3}{2}}} d x$
7. $\int \frac{1}{\left(5-4 x-x^{2}\right)^{\frac{5}{2}}} d x$
8. $\int \frac{\sqrt{x-4}}{x} d x$

## Exercise 3-3
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### 3.4 Partial Fraction Decomposition

The rational function $\frac{x+2}{x^{3}-x^{2}}$ can be shown to be equal to $-\frac{3}{x}-\frac{2}{x^{2}}+\frac{3}{x-1}$. Therefore the integral of the former rational function is:

$$
\int \frac{x+2}{x^{3}-x^{2}} d x=\int\left(-\frac{3}{x}-\frac{2}{x^{2}}+\frac{3}{x-1}\right) d x=-3 \ln |x|+\frac{2}{x}+3 \ln |x-1|+C
$$

This example suggests that determining a technique to decompose a rational function in this way would provide a method for its integration.

A polynomial $P(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n}, a_{n} \neq 0$ is said to have degree $n$. A function $f(x)=\frac{P(x)}{Q(x)}$ where $P(x)$ and $Q(x)$ are polynomials is a rational function.

The rational number $\frac{7}{4}$ is called improper because the numerator is larger than the denominator. Through division of 4 into 7 one can write $\frac{7}{4}$ as $1 \frac{3}{4}$ where the fractional part, $\frac{3}{4}$ is a proper fraction. Analagous definitions are made for rational functions.

Definition: A rational function $f(x)=\frac{P(x)}{Q(x)}$ is called proper if the degree of $P$ is less than the degree of $Q$. Otherwise $f(x)$ is called improper if $\operatorname{deg}(P) \geq \operatorname{deg}(Q)$.

Note:

1. If $f(x)=P(x) / Q(x)$ is proper then it is possible to express it as a sum of simpler fractional functions called partial fractions which are integrable.
2. If $f(x)$ is improper, then use long division to divide $P$ by $Q$ until a remainder $R(x)$ is obtained such that $\operatorname{deg} R<\operatorname{deg} Q$. Then

$$
f(x)=\frac{P(x)}{Q(x)}=S(x)+\frac{R(x)}{Q(x)}
$$

where $S(x)$ and $R(x)$ are polynomials. $S(x)$ is then integrable as it is a polynomial while the proper rational function $R(x) / Q(x)$ can in turn be integrated by the method of partial fractions thereby making $f(x)$ integrable.

## Example 3-9

For the following rational functions determine if they are proper or improper. For those that are improper write them as a polynomial plus a proper rational function.

1. $\frac{x^{3}+2}{\left(x^{2}+4\right)^{2}}$
2. $\frac{3 x^{4}+2 x^{2}+x+7}{x^{2}+2}$

## Solution:

1. The numerator $P(x)=x^{3}+2$ so deg $P=3$. Expanding the denominator gives

$$
Q(x)=\left(x^{2}+4\right)^{2}=x^{4}+8 x^{2}+16
$$

showing that $\operatorname{deg} Q=4$ so $\operatorname{deg} P<\operatorname{deg} Q$ and the rational function is proper.
2. Since $P(x)=3 x^{4}+2 x^{2}+x+7$ and $Q(x)=x^{2}+2$ we have $4=\operatorname{deg} P \geq \operatorname{deg} Q=2$ so the rational function $P(x) / Q(x)$ is improper. Polynomial long division of $P(x)$ by $Q(x)$ gives

$$
\left.x^{2}+2\right) \begin{array}{r}
3 x^{2}-4 \\
\begin{array}{r}
3 x^{4}+2 x^{2}+x+7 \\
-3 x^{4}-6 x^{2} \\
-4 x^{2} \\
\frac{4 x^{2}}{}+x+7 \\
\frac{x+15}{}
\end{array}
\end{array}
$$

and it follows that

$$
\frac{3 x^{4}+2 x^{2}+x+7}{x^{2}+2}=\underbrace{3 x^{2}-4}_{S(x)}+\underbrace{\frac{x+15}{x^{2}+2}}_{R(x) / Q(x)}
$$

## Further Questions:

For the following rational functions determine if they are proper or improper. For those that are improper write them as a polynomial plus a proper rational function.

1. $f(x)=\frac{x+1}{x^{3}-3 x^{2}+2}$
2. $f(x)=\frac{x^{2}+1}{x^{2}+3 x}$
3. $f(x)=\frac{x^{4}+5 x^{2}+1}{x^{2}+2}$

Definition: Let $g(x)=a x^{2}+b x+c$ be a quadratic function with real coefficients. If $b^{2}-4 a c \geq 0$ then $g(x)$ is called reducible because it can be written as a product of linear factors with real coefficients. If $b^{2}-4 a c<0$ then $g(x)$ is called irreducible because it cannot be written as a product of linear factors with real coefficients.

## Example 3-10

1. The function $g(x)=x^{2}+5 x+6$ has $b^{2}-4 a c=25-24=1>0$ and so is reducible. It clearly factors as $g(x)=(x+2)(x+3)$.
2. The function $g(x)=2 x^{2}+4 x+5$ has $b^{2}-4 a c=16-40=-24<0$ and is irreducible.

Note: It can be shown, as a consequence of the Fundamental Theorem of Algebra, that any polynomial $Q(x)$ with real coefficients can be factored as a product of linear factors of the form $(a x+b)$ and/or quadratic irreducible factors of the form $a x^{2}+b x+c$, where $a, b$, and $c$ are real numbers.
Theorem 3-1: If $P(x)$ and $Q(x)$ are polynomials and $\operatorname{deg} P<\operatorname{deg} Q$ the it follows that

$$
\frac{P(x)}{Q(x)}=F_{1}+F_{2}+\ldots+F_{n}
$$

where each $F_{i}$ has one of the forms

$$
\frac{A}{(a x+b)^{i}} \text { or } \frac{A x+B}{\left(a x^{2}+b x+c\right)^{j}}
$$

for some nonnegative integers $i$ and $j$. The sum $F_{1}+F_{2}+\ldots+F_{n}$ is called the partial fraction decomposition of $\frac{P(x)}{Q(x)}$ and each $F_{i}$ is called a partial fraction. The denominator polynomials are real linear functions and irreducible quadratics respectively.

## Steps for finding Partial Fraction Decomposition

To decompose $f(x)=\frac{P(x)}{Q(x)}$ into partial fractions do the following:

1. If $\operatorname{deg} P \geq \operatorname{deg} Q$ then use long division to get

$$
\frac{P(x)}{Q(x)}=S(x)+\frac{R(x)}{Q(x)}
$$

2. Express $Q(x)$ as a product of linear and/or quadratic irreducible factors.
3. Express the proper rational function $(P(x) / Q(x)$ or $R(x) / Q(x))$ as a sum of partial fractions of the form

$$
\frac{A}{(a x+b)^{i}} \text { and/or } \frac{A x+B}{\left(a x^{2}+b x+c\right)^{j}}
$$

4. Evaluate the constants.

Once the partial fraction decomposition has been accomplished the necessary integration may be completed.
Upon factoring $Q(x)$ there are four cases that are logically possible.

## Case I: $Q(x)$ contains a nonrepeated linear factor.

If $Q(x)$ has a nonrepeated linear factor $a x+b$ then the partial fraction decomposition will have the following term due to that factor:

$$
\frac{A}{a x+b}
$$

where $A$ is constant.
For example, suppose that

$$
Q(x)=\left(a_{1} x+b_{1}\right)\left(a_{2} x+b_{2}\right) \ldots\left(a_{k} x+b_{k}\right)
$$

where no linear factor is repeated. Then there exist constants $A_{1}, A_{2}, \ldots A_{k}$ such that

$$
\frac{P(x)}{Q(x)}\left(\text { or } \frac{R(x)}{Q(x)}\right)=\frac{A_{1}}{a_{1} x+b_{1}}+\frac{A_{2}}{a_{2} x+b_{2}}+\ldots+\frac{A_{k}}{a_{k} x+b_{k}}
$$

## Example 3-11

Evaluate the following integrals:

1. $\int \frac{x+9}{x^{2}-3 x-10} d x$
2. $\int \frac{x^{2}+3 x+4}{x(x+1)(x-2)} d x$

## Solution:

1. The denominator of the rational function factors as $x^{2}-3 x-10=(x-5)(x+2)$, two linear distinct factors, so the partial fraction decomposition will have the form:

$$
\begin{aligned}
& \frac{x+9}{(x-5)(x+2)}=\frac{A}{x-5}+\frac{B}{x+2} \Longrightarrow \frac{x+9}{(x-5)(x+2)} \\
&=\frac{A}{x-5} \cdot \frac{x+2}{x+2}+\frac{B}{x+2} \cdot \frac{x-5}{x-5} \\
& \Longrightarrow \frac{x+9}{(x-5)(x+2)}
\end{aligned}
$$

Here we combined the two fractions on the right by getting a common denominator. Equating the numerators we have:

$$
x+9=A(x+2)+B(x-5)
$$

which must be true for all $x$. (Given the rational function is not defined at $x=5$ or $x=-2$ one might argue these values should be excluded, but in this case the limits as $x \rightarrow-2$ and $x \rightarrow 5$ on both sides of the equation would need to be equal, and, as these are polynomials, this amounts to the functions themselves being equal at these two values.) Two methods can be used to find $A$ and $B$.

- Method 1: Choose $x$ values and solve for constants.

Since the numerator equation is true for all $x$ we can choose any $x$ and solve for the constants. The form of the equation suggests using $x=-2$ and $x=5$ since then only one constant remains:

$$
\begin{aligned}
x=-2 & \Longrightarrow-2+9=A(-2+2)+B(-2-5) \\
& \Longrightarrow 7=-7 B \Longrightarrow B=-1 \\
x=5 & \Longrightarrow 5+9=A(5+2)+B(5-5) \\
& \Longrightarrow 14=7 A \Longrightarrow A=2
\end{aligned}
$$

- Method 2: Equate polynomial coefficients.

Since $x+9=A(x+2)+B(x-5)$ is true for all $x$ the polynomials on both sides must be equal. Expanding the right-hand side and collecting like powers of $x$ gives:

$$
1 x+9=(A+B) x+(2 A-5 B)
$$

Equating coefficients of like powers of $x$ implies:

$$
\begin{aligned}
& x^{0}: 9=2 A-5 B \\
& x^{1}: 1=A+B
\end{aligned}
$$

This is a linear system of two equations in two unknowns for which many strategies can be used for solution. Multiplying the second equation by 2 gives $2=2 A+2 B$. Subtracting that on both sides from the first equation gives

$$
9-2=2 A-5 B-(2 A+2 B) \Longrightarrow 7=-7 B \Longrightarrow B=-1
$$

Inserting $B=-1$ in the first equation gives for $A$ :

$$
9=2 A-5(-1) \Longrightarrow 4=2 A \Longrightarrow A=2
$$

Having $A=2$ and $B=-1$ our decomposition is then $\frac{x+9}{x^{2}-3 x-10}=\frac{2}{x-5}+\frac{-1}{x+2}$ and the integral is easily solved:

$$
\int \frac{x+9}{x^{2}-3 x-10} d x=\int\left(\frac{2}{x-5}-\frac{1}{x+2}\right) d x=2 \ln |x-5|-\ln |x+2|+C
$$

where here we integrated term by term with substitution $u=x-5$ and $u=x+2$ respectively.
2. Here we have three linear factors and the partial fraction decomposition will have the form:

$$
\frac{x^{2}+3 x+4}{x(x+1)(x-2)}=\frac{A}{x}+\frac{B}{x+1}+\frac{C}{x-2}
$$

Get a common denominator on the right-hand side and equate numerators:

$$
\begin{gathered}
\Longrightarrow \frac{x^{2}+3 x+4}{x(x+1)(x-2)}=\frac{A(x+1)(x-2)+B x(x-2)+C x(x+1)}{x(x+1)(x-2)} \\
\Longrightarrow x^{2}+3 x+4=A(x+1)(x-2)+B x(x-2)+C x(x+1)
\end{gathered}
$$

Evaluate the constants $A, B$, and $C$ by evaluating the numerator equation at different values of $x$ :

$$
\begin{aligned}
& x=0 \Longrightarrow 4=-2 A \Longrightarrow A=-2 \\
& x=-1 \Longrightarrow 1-3+4=B(-1)(-3) \Longrightarrow 2=3 B \Longrightarrow B=\frac{2}{3} \\
& x=2 \Longrightarrow 4+6+4=C(2)(3) \Longrightarrow 14=16 C \Longrightarrow C=\frac{14}{6} \Longrightarrow C=\frac{7}{3}
\end{aligned}
$$

Therefore:

$$
\begin{aligned}
\int \frac{x^{2}+3 x+4}{x(x+1)(x-2)} d x & =\int\left[\frac{-2}{x}+\frac{2}{3} \cdot \frac{1}{x+1}+\frac{7}{3} \cdot \frac{1}{x-2}\right] d x \\
& =-2 \ln |x|+\frac{2}{3} \ln |x+1|+\frac{7}{3} \ln |x-2|+C
\end{aligned}
$$

## Further Questions:

Evaluate the following integrals:

1. $\int \frac{1}{x^{2}+2 x-3} d x$
2. $\int \frac{4 x^{2}+13 x-9}{x^{3}+2 x^{2}-3 x} d x$
3. $\int \frac{4 x^{2}+3 x+1}{x^{2}-1} d x$

## Case II: $Q(x)$ contains a repeated linear factor.

If $Q(x)$ has a factor $(a x+b)^{r}$ then the partial fraction decomposition will have the following terms due to that factor:

$$
\frac{A_{1}}{a x+b}+\frac{A_{2}}{(a x+b)^{2}}+\ldots+\frac{A_{r}}{(a x+b)^{r}}
$$

where $A_{1}, A_{2}, \ldots A_{r}$ are constants. Use distinct constants (i.e. $A, B, C$, etc.) for each such factor.

## Example 3-12

The (proper) rational function $\frac{x^{4}+1}{x(3 x+2)^{3}(2 x-1)^{2}}$ decomposes into

$$
\frac{x^{4}+1}{x(3 x+2)^{3}(2 x-1)^{2}}=\frac{A}{x}+\frac{B_{1}}{3 x+2}+\frac{B_{2}}{(3 x+2)^{2}}+\frac{B_{3}}{(3 x+2)^{3}}+\frac{C_{1}}{2 x-1}+\frac{C_{2}}{(2 x-1)^{2}}
$$

where the constants $A, B_{1}, B_{2}, B_{3}, C_{1}$, and $C_{2}$ would then have to be determined.

## Example 3-13

Evaluate the integral:

$$
\int \frac{x^{2}+4}{x^{2}(2 x+1)} d x
$$

## Solution:

Since the denominator has linear, repeated factors, the partial fraction decomposition will have the following form:

$$
\begin{aligned}
\frac{x^{2}+4}{x^{2}(2 x+1)} & =\frac{A_{1}}{x}+\frac{A_{2}}{x^{2}}+\frac{B}{2 x+1} \\
\Longrightarrow \frac{x^{2}+4}{x^{2}(2 x+1)} & =\frac{A_{1} x(2 x+1)+A_{2}(2 x+1)+B x^{2}}{x^{2}(2 x+1)} \\
\Longrightarrow x^{2}+4 & =A_{1} x(2 x+1)+A_{2}(2 x+1)+B x^{2}
\end{aligned}
$$

Evaluating at $x=0$ and $2 x+1=0 \Longrightarrow x=-1 / 2$ are obvious choices for finding two of our constants. Due to the repeated $x$ factor we need to choose another arbitrary value to find the remaining constant. We can use the previous results as shown below to find the last constant.

$$
\begin{aligned}
x=0 & \Longrightarrow 0+4=A_{1}(0)+A_{2}(0+1)+B(0) \\
& \Longrightarrow 4=A_{2} \Longrightarrow A_{2}=4 \\
x=-\frac{1}{2} & \Longrightarrow \frac{1}{4}+4=A_{1}(0)+A_{2}(0)+B \frac{1}{4} \\
& \Longrightarrow \frac{17}{4}=\frac{1}{4} B \Longrightarrow B=17 \\
x=1 & \Longrightarrow 1+4=A_{1}(1)(3)+A_{2}(3)+B \\
& \Longrightarrow 5=3 A_{1}+3(4)+17 \\
& \Longrightarrow 5=3 A_{1}+29 \Longrightarrow 3 A_{1}=-24 \Longrightarrow A_{1}=-8
\end{aligned}
$$

Note here we could have also used our second method of expanding the right-hand side of our numerator equation and equating polynomial coefficients to get a linear system of equations:

$$
x^{2}+4=\left(2 A_{1}+B\right) x^{2}+\left(A_{1}+2 A_{2}\right) x+A_{2} \Longrightarrow\left\{\begin{aligned}
A_{2} & =4 \\
A_{1}+2 A_{2} & =0 \\
2 A_{1}+B & =1
\end{aligned}\right.
$$

and solved to get $A_{1}=-8, A_{2}=4, B=17$ as before. Therefore

$$
\begin{aligned}
\int \frac{x^{2}+4}{x^{2}(2 x+1)} d x & =\int\left[\frac{-8}{x}+\frac{4}{x^{2}}+\frac{17}{2 x+1}\right] d x \\
& =-8 \ln |x|-\frac{4}{x}+\frac{17}{2} \ln |2 x+1|+C
\end{aligned}
$$

where we integrated term by term and used the substitution $u=2 x+1$, so $d u=2 d x$, in the last integral.

## Further Questions:

Evaluate the following integrals:

1. $\int \frac{x^{3}-4 x-1}{x(x-1)^{3}} d x$
2. $\int \frac{3 x^{2}+5 x-10}{x^{2}(3 x-5)} d x$

## Case III: $Q(x)$ contains a nonrepeated irreducible quadratic factor.

If $Q(x)$ has a nonrepeated irreducible factor $a x^{2}+b x+c$ (so $b^{2}-4 a c<0$ ), then the partial fraction decomposition will have the following term due to that factor:

$$
\frac{A x+B}{a x^{2}+b x+c}
$$

where $A$ and $B$ are constants.

## Example 3-14

Evaluate the integral:

$$
\int \frac{2 x^{4}+7 x^{2}+6}{x^{3}+3 x} d x
$$

## Solution:

Since the degree of the numerator (4) is greater than or equal to the degree of the denominator (3), this is an improper rational function. Performing polynomial long division one has

$$
\begin{aligned}
\left.x^{3}+3 x\right)
\end{aligned} \begin{array}{r}
2 x \\
\frac{2 x^{4}+7 x^{2}+6}{-2 x^{4}-6 x^{2}} \\
x^{2}+6
\end{array}
$$

and the integral can be written as:

$$
\int \frac{2 x^{4}+7 x^{2}+6}{x^{3}+3 x} d x=\int\left(2 x+\frac{x^{2}+6}{x^{3}+3 x}\right) d x
$$

The denominator can be factorized as $x\left(x^{2}+3\right)$. Here $x^{2}+3=1 x^{2}+0 x+3$ is an irreducible quadratic since $b^{2}-4 a c=-12<0$. Therefore, the partial fraction decomposition takes the form:

$$
\frac{x^{2}+6}{x\left(x^{2}+3\right)}=\frac{A}{x}+\frac{B x+C}{x^{2}+3} \Longrightarrow x^{2}+6=A\left(x^{2}+3\right)+B x^{2}+C x
$$

Because the factor of $x$ is repeated and the irreducible quadratic vanishes for no real value of $x$ the second method of finding constants is preferred. Expanding the polynomial gives:

$$
\Longrightarrow x^{2}+6=(A+B) x^{2}+C x+3 A \Longrightarrow\left\{\begin{aligned}
A+B & =1 \\
C & =0 \\
3 A & =6
\end{aligned}\right.
$$

The solution is straightforward:

$$
\begin{aligned}
3 A & =6 \Longrightarrow A=2 \\
C & =0 \\
A+B & =1 \Longrightarrow B=1-A \Longrightarrow B=1-2 \Longrightarrow B=-1
\end{aligned}
$$

Therefore

$$
\int \frac{2 x^{4}+7 x^{2}+6}{x^{3}+3 x} d x=\int\left(2 x+\frac{2}{x}-\frac{x}{x^{2}+3}\right) d x=x^{2}+2 \ln |x|-\frac{1}{2} \ln \left|x^{2}+3\right|+C
$$

where substitution $u=x^{2}+3$, so $d u=2 x d x$, was used on the final term of the integral.

## Further Question:

Evaluate the following integral:

$$
\int \frac{x^{3}-4 x^{2}+2}{\left(x^{2}+1\right)\left(x^{2}+2\right)} d x
$$

## Case IV: $\boldsymbol{Q}(\boldsymbol{x})$ contains a repeated irreducible quadratic factor.

If $Q(x)$ has an irreducible factor $\left(a x^{2}+b x+c\right)^{r}$ then the partial fraction decomposition will have the following terms due to that factor:

$$
\frac{A_{1} x+B_{1}}{a x^{2}+b x+c}+\frac{A_{2} x+B_{2}}{\left(a x^{2}+b x+c\right)^{2}}+\ldots+\frac{A_{r} x+B_{r}}{\left(a x^{2}+b x+c\right)^{r}}
$$

where $A_{1}, A_{2}, \ldots, A_{r}$, and $B_{1}, B_{2}, \ldots, B_{r}$ are constants.

## Example 3-15

Evaluate the integral:

$$
\int \frac{2 x+8}{x\left(x^{2}+4\right)^{2}} d x
$$

## Solution:

The repeated quadratic $x^{2}+4$ is irreducible since $0^{2}-4(1)(4)=-16<0$. The partial fraction decomposition will therefore have the following form:

$$
\begin{aligned}
\frac{2 x+8}{x\left(x^{2}+4\right)^{2}} & =\frac{A}{x}+\frac{B_{1} x+C_{1}}{x^{2}+4}+\frac{B_{2} x+C_{2}}{\left(x^{2}+4\right)^{2}} \\
\Longrightarrow 2 x+8 & =A\left(x^{2}+4\right)^{2}+\left(B_{1} x+C_{1}\right) x\left(x^{2}+4\right)+B_{2} x^{2}+C_{2} x \\
\Longrightarrow 2 x+8 & =A\left(x^{4}+8 x^{2}+16\right)+B_{1} x^{4}+4 B_{1} x^{2}+C_{1} x^{3}+4 C_{1} x+B_{2} x^{2}+C_{2} x \\
\Longrightarrow 2 x+8 & =\left(A+B_{1}\right) x^{4}+C_{1} x^{3}+\left(8 A+4 B_{1}+B_{2}\right) x^{2}+\left(4 C_{1}+C_{2}\right) x+16 A
\end{aligned}
$$

Solving the system of equations generated by equating coefficients of $x^{n}$ gives:

$$
\begin{aligned}
16 A=8 & \Longrightarrow A=\frac{1}{2} \\
A+B_{1}=0 & \Longrightarrow B_{1}=-A \Longrightarrow B_{1}=-\frac{1}{2} \\
8 A+4 B_{1}+B_{2}=0 & \Longrightarrow 4-2+B_{2}=0 \Longrightarrow B_{2}=-2 \\
C_{1}=0 & \Longrightarrow 4(0)+C_{2}=0 \Longrightarrow C_{2}=2
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\int \frac{2 x+8}{x\left(x^{2}+4\right)^{2}} d x & =\int\left[\frac{1}{2} \cdot \frac{1}{x}-\frac{1}{2} \cdot \frac{x}{x^{2}+4}-\frac{2 x}{\left(x^{2}+4\right)^{2}}+\frac{2}{\left(x^{2}+4\right)^{2}}\right] d x \\
& =\frac{1}{2} \ln |x|-\frac{1}{2} \int \frac{x}{x^{2}+4}-\int \frac{2 x}{\left(x^{2}+4\right)^{2}} d x+\int \frac{2}{\left(x^{2}+4\right)^{2}} d x
\end{aligned}
$$

Note that the last partial fraction has been broken into two pieces anticipating the two different integration techniques required. To evaluate the second and third integrals use the substitution $u=x^{2}+4$ so $d u=2 x d x$ :

$$
\begin{aligned}
-\frac{1}{2} \int \frac{x}{x^{2}+4} d x & =-\frac{1}{4} \int \frac{1}{u} d u=-\frac{1}{4} \ln |u|+C=-\frac{1}{4} \ln \left|x^{2}+4\right|+C \\
-\int \frac{2 x}{\left(x^{2}+4\right)^{2}} d x & =-\int \frac{1}{u^{2}} d u=\frac{1}{u}+C=\frac{1}{x^{2}+4}+C
\end{aligned}
$$

To evaluate $\int \frac{2}{\left(x^{2}+4\right)^{2}} d x$ use the trigonometric substitution $x=2 \tan \theta$ so $d x=2 \sec ^{2} \theta d \theta$ :

$$
\begin{aligned}
\int \frac{2}{\left(x^{2}+4\right)^{2}} d x & =2 \int \frac{1}{\left(4 \tan ^{2} \theta+4\right)^{2}} \cdot 2 \sec ^{2} \theta d \theta=4 \int \frac{\sec ^{2} \theta}{16 \sec ^{4} \theta} d \theta=\frac{1}{4} \int \frac{1}{\sec ^{2} \theta} d \theta \\
& =\frac{1}{4} \int \cos ^{2} \theta d \theta=\frac{1}{8} \int(1+\cos 2 \theta) d \theta \\
& =\frac{1}{8} \theta+\frac{1}{16} \sin 2 \theta+C=\frac{1}{8} \theta+\frac{1}{8} \sin \theta \cos \theta+C
\end{aligned}
$$

Note the identity for $\sin 2 \theta$ is used to get functions of only the angle $\theta$. Return to $x$ by noting that, by the substitution $\tan \theta=\frac{x}{2}$, a triangle can be drawn with opposite side length of $x$ and adjacent length of 2 . The remaining side is solved for using the Pythagorean Theorem and then $\sin \theta$ and $\cos \theta$ are evaluated using their definitions and the triangle. In this integral $\theta$ itself is required and we note that
 $\theta=\tan ^{-1}\left(\frac{x}{2}\right)$ by the original substitution. The integral becomes:

$$
\begin{aligned}
& =\frac{1}{8} \tan ^{-1}\left(\frac{x}{2}\right)+\frac{1}{8} \cdot \frac{x}{\sqrt{x^{2}+4}} \cdot \frac{2}{\sqrt{x^{2}+4}}+C \\
& =\frac{1}{8} \tan ^{-1}\left(\frac{x}{2}\right)+\frac{1}{4} \cdot \frac{x}{x^{2}+4}+C
\end{aligned}
$$

Putting all the components together gives for the original integral:

$$
\begin{aligned}
\int \frac{2 x+8}{x\left(x^{2}+4\right)^{2}} d x & =\frac{1}{2} \ln |x|-\frac{1}{4} \ln \left|x^{2}+4\right|+\frac{1}{x^{2}+4}+\frac{1}{8} \tan ^{-1}\left(\frac{x}{2}\right)+\frac{1}{4} \cdot \frac{x}{x^{2}+4}+C \\
& =\frac{1}{2} \ln |x|-\frac{1}{4} \ln \left|x^{2}+4\right|+\frac{1}{4} \cdot \frac{x+4}{x^{2}+4}+\frac{1}{8} \tan ^{-1}\left(\frac{x}{2}\right)+C
\end{aligned}
$$

## Further Question:

Evaluate the following integral:

$$
\int \frac{2 x^{6}+5 x^{4}+2 x^{2}+1}{x\left(x^{2}+1\right)^{2}} d x
$$

Note the following:

- Use distinct constants (i.e. $A, B, C$, etc.) in each partial fraction.
- Factors in $Q(x)$ are considered the same if they differ only by a multiplicative constant. For example $(3 x-1)$ and $(x-1 / 3)$ are repeated linear factors.

Having looked at all the cases we can write down the partial fraction decomposition of arbitrary rational functions.

## Example 3-16

After factoring the denominator $Q(x)$ suppose a (proper) rational function equals

$$
\frac{x^{2}+5 x+1}{x(x-1)(3 x+2)^{3}\left(x^{2}+2 x+4\right)\left(x^{2}+9\right)^{2}} .
$$

Then it will have the following partial fraction decomposition

$$
=\frac{A}{x}+\frac{B}{x-1}+\frac{C_{1}}{3 x+2}+\frac{C_{2}}{(3 x+2)^{2}}+\frac{C_{3}}{(3 x+2)^{3}}+\frac{D x+E}{x^{2}+2 x+4}+\frac{F_{1} x+G_{1}}{x^{2}+9}+\frac{F_{2} x+G_{2}}{\left(x^{2}+9\right)^{2}} .
$$

Here we had two unrepeated linear factors, $x$ and $(x-1)$, a repeated linear factor $(3 x+2)^{3}$, an unrepeated irreducible quadratic factor $\left(x^{2}+2 x+4\right)$, and a repeated irreducible quadratic factor $\left(x^{2}+9\right)^{2}$.
We would now proceed to solve for the constants $\left(A, B, C_{1}, C_{2}, C_{3}, D, E, F_{1}, G_{1}, F_{2}\right.$, and $G_{2}$ ) by combining the partial fractions and equating numerators as discussed above. Once this was done the original rational function could be integrated by integrating the partial fraction decomposition term by term.

## Further Questions:

Write down the form of the partial fraction decomposition of the following rational functions. Do not evaluate the constants.

1. $\frac{x^{2}-x-21}{2 x^{3}-x^{2}+8 x-4}$
2. $\frac{x^{3}+2}{\left(x^{2}+4\right)^{2}}$
3. $\frac{x^{6}+5 x^{3}+x-1}{x^{4}+5 x^{2}+4}$
4. $\frac{x+1}{\left(x^{2}-4\right)^{2}\left(x^{2}+3\right)}$

## Rationalizing Substitutions

Some nonrational functions can be changed into rational functions by means of a substitution.

## Example 3-17

Evaluate the integral:

$$
\int \frac{1}{e^{2 x}-1} d x
$$

## Solution:

Noting $e^{2 x}=\left(e^{x}\right)^{2}$ we try the rationalizing substitution $u=e^{x}$ so $d u=e^{x} d x \Longrightarrow \frac{1}{u} d u=d x$ :

$$
\int \frac{1}{e^{2 x}-1} d x=\int \frac{1}{u} \cdot \frac{1}{u^{2}-1} d u=\int \frac{1}{u(u+1)(u-1)} d u
$$

The partial fraction decomposition takes the form:

$$
\begin{aligned}
\frac{1}{u(u+1)(u-1)} & =\frac{A}{u}+\frac{B}{u+1}+\frac{C}{u-1} \\
\Longrightarrow 1 & =A(u+1)(u-1)+B u(u-1)+C u(u+1)
\end{aligned}
$$

Evaluate coefficients by choosing $u$ as follows:

$$
\begin{aligned}
& u=0 \Longrightarrow 1=-A \Longrightarrow A=-1 \\
& u=1 \Longrightarrow 1=C(1)(1+1) \Longrightarrow C=\frac{1}{2} \\
& u=-1 \Longrightarrow 1=B(-1)(-1-1) \Longrightarrow B=\frac{1}{2}
\end{aligned}
$$

Therefore:

$$
\begin{aligned}
\int \frac{1}{e^{2 x}-1} d x & =\int \frac{1}{u(u+1)(u-1)} d u=\int\left(-\frac{1}{u}+\frac{1}{2} \cdot \frac{1}{u+1}+\frac{1}{2} \cdot \frac{1}{u-1}\right) d u \\
& =-\ln |u|+\frac{1}{2} \ln |u+1|+\frac{1}{2} \ln |u-1|+C \\
& =-\ln \left|e^{x}\right|+\frac{1}{2} \ln \left|e^{x}+1\right|+\frac{1}{2} \ln \left|e^{x}-1\right|+C \\
& =-x+\frac{1}{2} \ln \left|e^{x}+1\right|+\frac{1}{2} \ln \left|e^{x}-1\right|+C
\end{aligned}
$$

## Further Question:

Evaluate the following integral:

$$
\int \frac{4 \sqrt{x}}{x-2} d x
$$
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## Exercise 3-4

1-10: Evaluate the given integral.

1. $\int \frac{x}{x^{2}-5 x+6} d x$
2. $\int \frac{x^{3}+1}{x^{2}-9} d x$
3. $\int \frac{3 x-1}{(x-1)^{2}(x+2)} d x$
4. $\int \frac{2 x+4}{(x+1)\left(x^{2}+1\right)} d x$
5. $\int \frac{x-9}{x\left(x^{2}+3\right)^{2}} d x$
6. $\int \frac{x^{4}+x^{2}+1}{(x-1)^{3}} d x$
7. $\int \frac{10}{x^{2}\left(x^{2}+5\right)} d x$
8. $\int \frac{x^{6}+x^{3}-6}{x^{4}+3 x^{2}} d x$
9. $\int \frac{x^{2}+2 x+5}{x^{4}+4 x^{2}+3} d x$
10. $\int \frac{2 x^{2}-4 x+4}{x^{3}-x^{2}+x-1} d x$

### 3.5 General Strategies for Integration

Unlike differentiation which is largely a deterministic application of rules, integration is an art, with many indefinite integrals not even having an antiderivative that may be written in terms of known functions.
The following basic strategies have been seen

1. Basic Formulas of Integration
2. Substitution
3. Integration by Parts
4. Trigonometric Integrals
5. Trigonometric Substitution
6. Partial Fraction Decomposition
7. Rationalizing Substitution

One or more of these strategies along with using functional identities to rewrite the integrand may need to be applied to evaluate an integral.

## Example 3-18

Evaluate the following integrals:

1. $\int \frac{1}{x^{2}+6 x+16} d x$
2. $\int \frac{1}{x^{\frac{3}{2}}-4 x^{\frac{1}{2}}} d x$
3. $\int \frac{e^{x}}{\sqrt{e^{2 x}+2 e^{x}-5}} d x$

## Solution:

1. We observe that $6^{2}-4(1)(16)=-28<0$ indicates that $x^{2}+6 x+16$ is an irreducible quadratic so this rational function cannot be decomposed further. To integrate it, first complete the square to remove the $x$ term.

$$
\int \frac{1}{x^{2}+6 x+16} d x=\int \frac{1}{(x+3)^{2}-9+16} d x=\int \frac{1}{(x+3)^{2}+7} d x
$$

Next substitute $u=x+3$ so $d u=d x$ and the integral becomes:

$$
=\int \frac{1}{u^{2}+7} d u=\frac{1}{7} \int \frac{1}{\frac{u^{2}}{7}+1} d u=\frac{1}{7} \int \frac{1}{\left(\frac{u}{\sqrt{7}}\right)^{2}+1} d u
$$

Let $w=\frac{u}{\sqrt{7}}$ so $d w=\frac{d u}{\sqrt{7}} \Longrightarrow d u=\sqrt{7} d w$ to get our integrable form:

$$
=\frac{\sqrt{7}}{7} \int \frac{1}{w^{2}+1} d w=\frac{1}{\sqrt{7}} \tan ^{-1}(w)+C=\frac{1}{\sqrt{7}} \tan ^{-1}\left(\frac{u}{\sqrt{7}}\right)+C=\frac{1}{\sqrt{7}} \tan ^{-1}\left(\frac{x+3}{\sqrt{7}}\right)+C
$$

Alternatively we could have used the general integral $\int \frac{1}{u^{2}+a^{2}}=\frac{1}{a} \tan ^{-1}\left(\frac{x}{a}\right)$ with $a=\sqrt{7}$ to avoid the $w$ substitution.
2. Perform the rationalizing substitution $u=x^{\frac{1}{2}}$ so $d u=\frac{1}{2} x^{-\frac{1}{2}} d x \Longrightarrow 2 u d u=d x$ :

$$
\int \frac{1}{x^{\frac{3}{2}}-4 x^{\frac{1}{2}}} d x=\int \frac{1}{u^{3}-4 u} \cdot 2 u d u=\int \frac{2}{u^{2}-4} d u=\int \frac{2}{(u+2)(u-2)} d u
$$

The partial fraction decomposition is

$$
\begin{aligned}
\frac{2}{(u+2)(u-2)}=\frac{A}{u+2}+\frac{B}{u-2} & \Longrightarrow \frac{2}{(u+2)(u-2)}=\frac{A(u-2)+B(u+2)}{(u+2)(u-2)} \\
& \Longrightarrow 2=A(u-2)+B(u+2)
\end{aligned}
$$

Evaluate the constants:

$$
\begin{gathered}
u=2 \Longrightarrow 2=4 B \Longrightarrow B=\frac{1}{2} \\
u=-2 \Longrightarrow 2=-4 A \Longrightarrow A=-\frac{1}{2}
\end{gathered}
$$

Therefore

$$
\begin{aligned}
\int \frac{1}{x^{\frac{3}{2}}-4 x^{\frac{1}{2}}} d x & =\int \frac{2}{(u+2)(u-2)} d u=\int\left(-\frac{1}{2} \cdot \frac{1}{u+2}+\frac{1}{2} \cdot \frac{1}{u-2}\right) d u \\
& =-\frac{1}{2} \ln |u+2|+\frac{1}{2} \ln |u-2|+C=-\frac{1}{2} \ln |\sqrt{x}+2|+\frac{1}{2} \ln |\sqrt{x}-2|+C
\end{aligned}
$$

3. Let $u=e^{x}$ so $d u=e^{x} d x$ and then complete the square:
$\int \frac{e^{x}}{\sqrt{e^{2 x}+2 e^{x}-5}} d x=\int \frac{1}{\sqrt{u^{2}+2 u-5}} d u=\int \frac{1}{\sqrt{(u+1)^{2}-1-5}} d x=\int \frac{1}{\sqrt{(u+1)^{2}-6}} d x$
Let $w=u+1$ so $d w=d u$ :

$$
=\int \frac{1}{\sqrt{w^{2}-6}} d w
$$

For $\sqrt{w^{2}-a^{2}}$ do the trigonometric substitution $w=\sqrt{6} \sec \theta$ so $d w=\sqrt{6} \sec \theta \tan \theta d \theta$ :

$$
=\int \frac{1}{\sqrt{6 \sec ^{2} \theta-6}} \cdot \sqrt{6} \sec \theta \tan \theta d \theta=\int \frac{\sqrt{6} \tan \theta \sec \theta}{\sqrt{6} \tan \theta} d \theta=\int \sec \theta d \theta=\ln |\sec \theta+\tan \theta|+C
$$

To return to $w$ note that the substitution implies $\sec \theta=\frac{w}{\sqrt{6}}$. To find $\tan \theta$ a triangle can be drawn, since secant is the reciprocal of cosine, with adjacent side of length $\sqrt{6}$ and hypotenuse of length $w$. The remaining side is solved for using the Pythagorean Theorem and then the result follows by evaluating the opposite side length over the adjacent side length. Finally we return to $u$ using $w=u+1$ and to $x$
 using $u=e^{x}$ :

$$
\begin{aligned}
\int \frac{e^{x}}{\sqrt{e^{2 x}+2 e^{x}-5}} d x & =\ln \left|\frac{w}{\sqrt{6}}+\frac{\sqrt{w^{2}-6}}{\sqrt{6}}\right|+C=\ln \left|\frac{u+1}{\sqrt{6}}+\frac{\sqrt{(u+1)^{2}-6}}{\sqrt{6}}\right|+C \\
& =\ln \left|\frac{e^{x}+1}{\sqrt{6}}+\frac{\sqrt{e^{2 x}+2 e^{x}-5}}{\sqrt{6}}\right|+C=\ln \left|e^{x}+1+\sqrt{e^{2 x}+2 e^{x}-5}\right|+D
\end{aligned}
$$

In the final simplification we used that $\ln |a / \sqrt{6}|=\ln |a|-\ln (\sqrt{6})$ and then combined the latter constant with $C$ to get a new arbitrary constant $D$.

## Further Questions:

Evaluate the following integrals:

1. $\int \frac{e^{3 t}}{1+e^{6 t}} d t$
2. $\int e^{x+e^{x}} d x$
3. $\int \frac{1+e^{x}}{1-e^{x}} d x$
4. $\int x^{2} \ln (1+x) d x$
5. $\int \tan x \sec ^{6} x d x$
6. $\int \frac{e^{3 x}}{1+e^{x}} d x$
7. $\int \frac{\cos ^{3} x}{\sqrt{1+\sin x}} d x$
8. $\int \frac{x}{\csc \left(5 x^{2}\right)} d x$
9. $\int\left(2 x+2^{x}+2^{\pi}\right) d x$
10. $\int \frac{7 x^{2}+20 x+65}{x^{4}+4 x^{3}+13 x^{2}} d x$

## Exercise 3-5
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### 3.6 Improper Integrals

The definite integral due to Riemann which we use involves functions integrated over a closed interval $[a, b]$. Functions which are piecewise continuous where there are only a finite number of jump discontinuities are integrable. We now consider improper integrals where these restrictions do not hold. We consider two cases:

Improper Integrals of the First Kind : The interval of integration is infinite.
Improper Integrals of the Second Kind : The interval of integration contains an infinite discontinuity.

We can define definite integrals under these circumstances by considering suitable limits of integrals over closed intervals.

### 3.6.1 Improper Integrals of the First Kind

Suppose we wish to find the area under the curve $y=\frac{1}{x^{3}}$ over the interval $[1, \infty)$ shaded in the following diagram.


Intuitively one would find the area by evaluating the area under the curve (the definite integral) over the closed interval $[1, t]$, and then consider the limit of that as $t \rightarrow \infty$ :


Should such a (finite) limit exist we would define that to be the area under the curve over the open interval $[1, \infty)$.

The previous discussion prompts the following definition for the improper integral over an infinite interval $[a, \infty)$ and, similarly, over intervals $(-\infty, b]$, and $(-\infty, \infty)$.

Definition: Define the following improper integrals of the first kind :
a) $\int_{a}^{\infty} f(x) d x=\lim _{t \rightarrow \infty} \int_{a}^{t} f(x) d x \quad$ (Where the latter integrals must exist for every $t \geq a$.)
b) $\int_{-\infty}^{b} f(x) d x=\lim _{t \rightarrow-\infty} \int_{t}^{b} f(x) d x \quad$ (Where the latter integrals must exist for every $t \leq b$.)
c) $\int_{-\infty}^{\infty} f(x) d x=\int_{-\infty}^{a} f(x) d x+\int_{a}^{\infty} f(x) d x \quad$ (Where $a$ is any real number.)

The improper integrals in $a$ ) and $b$ ) are convergent if the limit exists (i.e. is finite) and divergent otherwise. For c) the integral is convergent if and only if both integrals on the right side are convergent.

Note that $\int_{-\infty}^{\infty} f(x) d x$ is not defined to be $\lim _{t \rightarrow \infty} \int_{-t}^{t} f(x) d x$. The integral over $(-\infty, \infty)$ by definition must be broken into two pieces for which independent limits must be taken.

## Example 3-19

Determine whether the following integrals are convergent or divergent and evaluate those that are convergent.

1. $\int_{0}^{\infty} e^{-4 x} d x$
2. $\int_{-\infty}^{0} \frac{1}{3-2 x} d x$
3. $\int_{-\infty}^{\infty} \frac{e^{x}}{e^{2 x}+1} d x$

## Solution:

These are all improper integrals of the first kind since the $x$ values are approaching $\infty,-\infty$, or both.

1. $\int_{0}^{\infty} e^{-4 x} d x=\lim _{t \rightarrow \infty} \int_{0}^{t} e^{-4 x} d x$

Substitute $u=-4 x$ so $d u=-4 d x \Longrightarrow-\frac{1}{4} d u=d x$
Limits: $x=0 \Longrightarrow u=-4(0)=0, x=t \Longrightarrow u=-4 t$
The integral becomes:

$$
\begin{aligned}
=\lim _{t \rightarrow \infty} \int_{0}^{-4 t} e^{u}\left(-\frac{1}{4}\right) d u=-\frac{1}{4} \lim _{t \rightarrow \infty}\left[\left.e^{u}\right|_{0} ^{-4 t}\right. & =-\frac{1}{4} \lim _{t \rightarrow \infty}\left[e^{-4 t}-e^{0}\right] \\
& =-\frac{1}{4} \lim _{t \rightarrow \infty}\left[\frac{1}{e^{4 t}}-1\right]=-\frac{1}{4}[0-1]=\frac{1}{4}
\end{aligned}
$$

Here we used the known properties of the exponential function, that $\lim _{x \rightarrow \infty} e^{x}=\infty$, to evaluate the limit. Therefore the improper integral is convergent with value $\frac{x}{4}$.
2. $\int_{-\infty}^{0} \frac{1}{3-2 x} d x=\lim _{t \rightarrow-\infty} \int_{t}^{0} \frac{1}{3-2 x} d x$

Substitute $u=3-2 x$ so $d u=-2 d x \Longrightarrow-\frac{1}{2} d u=d x$
Limits: $x=t \Longrightarrow u=3-2 t, x=0 \Longrightarrow u=3-2(0)=3$

The integral becomes:

$$
\begin{aligned}
=\lim _{t \rightarrow-\infty} \int_{3-2 t}^{3} \frac{1}{u} \cdot\left(-\frac{1}{2}\right) d u & =-\left.\frac{1}{2} \lim _{t \rightarrow-\infty} \ln |u|\right|_{3-2 t} ^{3} \\
& =-\frac{1}{2} \lim _{t \rightarrow-\infty}[\ln |3|-\ln |3-2 t|] \\
& =-\frac{1}{2}[\ln 3-\infty]=\infty
\end{aligned}
$$

Here we used the property of the logarithm, that $\lim _{x \rightarrow \infty} \ln x=+\infty$, to evaluate the limit. Therefore the integral is divergent.
3. For this integral we must first break the infinite domain into two separate integrals:

$$
\int_{-\infty}^{\infty} \frac{e^{x}}{e^{2 x}+1} d x=\int_{-\infty}^{0} \frac{e^{x}}{e^{2 x}+1} d x+\int_{0}^{\infty} \frac{e^{x}}{e^{2 x}+1} d x
$$

Since the integrand is the same for both integrals, let us first evaluate the following indefinite integral with the substitution $u=e^{x}$ so $d u=e^{x} d x$ :

$$
\int \frac{e^{x}}{e^{2 x}+1} d x=\int \frac{1}{u^{2}+1} d u=\tan ^{-1} u+C=\tan ^{-1}\left(e^{x}\right)+C
$$

The integrals become:

$$
\begin{aligned}
\int_{-\infty}^{0} \frac{e^{x}}{e^{2 x}+1} d x & =\lim _{t \rightarrow-\infty} \int_{t}^{0} \frac{e^{x}}{e^{2 x}+1} d x=\lim _{t \rightarrow-\infty}\left[\left.\tan ^{-1}\left(e^{x}\right)\right|_{t} ^{0}\right. \\
& =\lim _{t \rightarrow-\infty}\left[\tan ^{-1}\left(e^{0}\right)-\tan ^{-1}\left(e^{t}\right)\right]=\lim _{t \rightarrow-\infty}\left[\tan ^{-1}(1)-\tan ^{-1}\left(e^{t}\right)\right] \\
& =\frac{\pi}{4}-\tan ^{-1}(0)=\frac{\pi}{4} \\
\int_{0}^{\infty} \frac{e^{x}}{e^{2 x}+1} d x & =\lim _{t \rightarrow \infty} \int_{0}^{t} \frac{e^{x}}{e^{2 x}+1} d x=\lim _{t \rightarrow \infty}\left[\left.\tan ^{-1}\left(e^{x}\right)\right|_{0} ^{t}\right. \\
& =\lim _{t \rightarrow \infty}\left[\tan ^{-1}\left(e^{t}\right)-\tan ^{-1}\left(e^{0}\right)\right]=\lim _{t \rightarrow \infty} \tan ^{-1}\left(e^{t}\right)-\tan ^{-1}(1) \\
& =\frac{\pi}{2}-\frac{\pi}{4}=\frac{\pi}{4}
\end{aligned}
$$

where we used that $\lim _{x \rightarrow \infty} \tan ^{-1} x=\frac{\pi}{2}$. The original integral therefore is

$$
\int_{-\infty}^{\infty} \frac{e^{x}}{e^{2 x}+1} d x=\frac{\pi}{4}+\frac{\pi}{4}=\frac{\pi}{2}
$$

and hence convergent.

## Further Questions:

Determine whether the following integrals converge or diverge. Find the value of any convergent integral.

1. $\int_{1}^{\infty} \frac{1}{x^{3}} d x$
2. $\int_{2}^{\infty} \frac{1}{x-1} d x$
3. $\int_{-\infty}^{0} x e^{x} d x$
4. $\int_{-\infty}^{\infty} \frac{1}{1+x^{2}} d x$
5. $\int_{-\infty}^{0} x e^{-x^{2}} d x$
6. $\int_{1}^{\infty} \frac{\ln x}{x} d x$

### 3.6.2 Improper Integrals of the Second Kind

In the second case we consider those situations where the function being integrated has an infinite discontinuity at some point over which we want to integrate. Consider the area under the curve $y=\frac{1}{\sqrt{5-x}}$ between $x=1$ and $x=5$. The situation is shown in the following diagram.


The function has an infinite discontinuity at the right endpoint $(b=5)$. Intuitively we can imagine finding the area under the curve over the closed interval $[1, t]$ with $t<b$ and then consider the limit as $t \rightarrow b$ :


This discussion suggests the following definition for improper integrals involving infinite integrands. Our example illustrated an integral where the right endpoint had the discontinuity. Similarly integrals with a discontinuity at the left endpoint or within the interval are defined.

Definition: Define the following improper integrals of the second kind :
a) Suppose $f(x)$ is continuous on $[a, b)$ but discontinuous at $x=b$ then:

$$
\int_{a}^{b} f(x) d x=\lim _{t \rightarrow b^{-}} \int_{a}^{t} f(x) d x
$$

b) Suppose $f(x)$ is continuous on $(a, b]$ but discontinuous at $x=a$ then:

$$
\int_{a}^{b} f(x) d x=\lim _{t \rightarrow a^{+}} \int_{t}^{b} f(x) d x
$$

c) Suppose $f(x)$ is continuous on $[a, b]$ except at a value $c$ in $(a, b)$ then:

$$
\int_{a}^{b} f(x) d x=\int_{a}^{c} f(x) d x+\int_{c}^{b} f(x) d x
$$

The improper integrals in a) and b) are convergent if the limit exists (i.e. is finite) and divergent otherwise. For c) the integral is convergent if and only if both integrals on the right side are convergent.

## Example 3-20

Determine whether the following integrals are convergent or divergent. Find the value of any convergent integral.

1. $\int_{0}^{1} \frac{\ln x}{x^{2}} d x$
2. $\int_{-4}^{0} \frac{x}{\sqrt{x+4}} d x$
3. $\int_{0}^{2} \frac{x}{x-1} d x$

Solution: These are improper integrals of the second kind and we need first to identify where the integrand is discontinuous.

1. Here the integrand is undefined at 0 both because $\ln x$ is undefined there and also because we cannot divide by zero. The improper integral is therefore defined by

$$
\int_{0}^{1} \frac{\ln x}{x^{2}} d x=\lim _{t \rightarrow 0^{+}} \int_{t}^{1} \frac{\ln x}{x^{2}} d x
$$

Use Integration by Parts to evaluate the integral:

$$
\begin{array}{rlrl}
u & =\ln x & d v & =x^{-2} d x \\
\Longrightarrow d u & =\frac{1}{x} d x & v & =-\frac{1}{x}
\end{array}
$$

The integral then equals

$$
\begin{aligned}
\int_{0}^{1} \frac{\ln x}{x^{2}} d x & =\lim _{t \rightarrow 0^{+}} \int_{t}^{1} \frac{\ln x}{x^{2}} d x=\lim _{t \rightarrow 0^{+}}\left[-\left.\frac{\ln x}{x}\right|_{t} ^{1}+\int_{t}^{1} \frac{1}{x^{2}} d x\right] \\
& =\lim _{t \rightarrow 0^{+}}\left[-\frac{\ln x}{x}-\left.\frac{1}{x}\right|_{t} ^{1}=\lim _{t \rightarrow 0^{+}}\left[\frac{-\ln 1}{1}-\frac{1}{1}+\frac{\ln t}{t}+\frac{1}{t}\right]\right. \\
& =-0-1+\lim _{t \rightarrow 0^{+}}\left(\frac{\ln t}{t}+\frac{1}{t}\right) \quad(-\infty+\infty \text { form }) \\
& =-1+\lim _{t \rightarrow 0^{+}} \frac{\ln (t)+1}{t} \quad\left(\frac{\infty}{\infty} \text { form }\right) \\
& =-1+\lim _{t \rightarrow 0^{+}} \frac{1 / t}{1}=\infty
\end{aligned}
$$

Therefore the integral is divergent.
2. The integrand is discontinuous at $x=-4$ so the improper integral is defined by

$$
\int_{-4}^{0} \frac{x}{\sqrt{x+4}} d x=\lim _{t \rightarrow-4^{+}} \int_{t}^{0} \frac{x}{\sqrt{x+4}} d x
$$

Substitute $u=x+4$ so $d u=d x, x=u-4$
Limits : $x=0 \Longrightarrow u=0+4=4, x=t \Longrightarrow u=t+4$

The integral becomes:

$$
\begin{aligned}
\int_{-4}^{0} \frac{x}{\sqrt{x+4}} d x & =\lim _{t \rightarrow-4^{+}} \int_{t}^{0} \frac{x}{\sqrt{x+4}} d x=\lim _{t \rightarrow-4^{+}} \int_{t+4}^{4} \frac{u-4}{\sqrt{u}} d u=\lim _{t \rightarrow-4^{+}} \int_{t+4}^{4}\left(\sqrt{u}-4 u^{-\frac{1}{2}}\right) d u \\
& =\lim _{t \rightarrow-4^{+}}\left[\frac{2}{3} u^{\frac{3}{2}}-\left.8 u^{\frac{1}{2}}\right|_{t+4} ^{4}=\lim _{t \rightarrow-4^{+}}\left[\frac{2}{3}(4)^{\frac{3}{2}}-8(4)^{\frac{1}{2}}-\frac{2}{3}(t+4)^{\frac{3}{2}}+8(t+4)^{\frac{1}{2}}\right]\right. \\
& =\frac{2}{3}(8)-8(2)-\frac{2}{3}(-4+4)^{\frac{3}{2}}+8(-4+4)^{\frac{1}{2}}=\frac{16}{3}-16-0+0=\frac{16-48}{3} \\
& =-\frac{32}{3}
\end{aligned}
$$

Therefore it is convergent.
3. The integrand is undefined at $x=1$ so we must break the improper integral into two integrals:

$$
\int_{0}^{2} \frac{x}{x-1} d x=\int_{0}^{1} \frac{x}{x-1} d x+\int_{1}^{2} \frac{x}{x-1} d x
$$

Evaluate the first integral:

$$
\begin{aligned}
\int_{0}^{1} \frac{x}{x-1} d x & =\lim _{t \rightarrow 1^{-}} \int_{0}^{t} \frac{x}{x-1} d x \quad(\leftarrow \text { an improper rational function }) \\
& =\lim _{t \rightarrow 1^{-}} \int_{0}^{t} \frac{x-1+1}{x-1} d x=\lim _{t \rightarrow 1^{-}} \int_{0}^{t}\left(\frac{x-1}{x-1}+\frac{1}{x-1}\right) d x \\
& =\lim _{t \rightarrow 1^{-}} \int_{0}^{t}\left(1+\frac{1}{x-1}\right) d x=\lim _{t \rightarrow 1^{-}}\left[x+\left.\ln |x-1|\right|_{0} ^{t}\right. \\
& =\lim _{t \rightarrow 1^{-}}[t+\ln |t-1|-0-\ln |-1|] \\
& =1-\infty-0-0=-\infty
\end{aligned}
$$

where here we used that $\lim _{x \rightarrow 0^{+}} \ln x=-\infty$. Since the fist integral is divergent the given integral $\int_{0}^{2} \frac{x}{x-1} d x$ is also divergent. (There is no need to evaluate the second composite integral.)

## Further Questions:

Determine whether the following integrals converge or diverge. Find the value of any convergent integral.

1. $\int_{1}^{5} \frac{1}{\sqrt{5-x}} d x$
2. $\int_{0}^{1} x \ln x d x$
3. $\int_{-2}^{7} \frac{1}{(x+1)^{\frac{2}{3}}} d x$
4. $\int_{0}^{2} \frac{1}{x^{2}-4 x+3} d x$

A consideration of the areas represented by improper integrals in the following diagram makes the following theorem plausible:


Theorem 3-2: Let $f$ and $g$ be continuous functions satisfying $f(x) \geq g(x) \geq 0$ for all $x \geq a$. If $\int_{a}^{\infty} f(x) d x$ is convergent then $\int_{a}^{\infty} g(x) d x$ is convergent. If $\int_{a}^{\infty} g(x) d x$ is divergent then $\int_{a}^{\infty} f(x) d x$ is divergent.

Analagous theorems for the infinite intervals $(-\infty, b]$ and $(-\infty, \infty)$ as well as for improper integrals of the second kind may also be written. The theorems are useful for determining convergence or divergence of functions that are difficult to integrate.

## Example 3-21

Determine whether the following integrals are convergent or divergent.

1. $\int_{1}^{\infty} \frac{d x}{\sqrt{x^{4}+5}}$
2. $\int_{0}^{1} \frac{e^{x}}{x^{2}} d x$

## Solution:

1. The integrand in the improper integral $\int_{1}^{\infty} \frac{d x}{\sqrt{x^{4}+5}}$ has no obvious antiderivative. However, for $x \geq 1$ we have

$$
\sqrt{x^{4}+5} \geq \sqrt{x^{4}}=x^{2}>0 \Longrightarrow 0<\frac{1}{\sqrt{x^{4}+5}} \leq \frac{1}{x^{2}}
$$

The following integral

$$
\int_{1}^{\infty} \frac{1}{x^{2}} d x=\lim _{t \rightarrow \infty} \int_{1}^{t} \frac{1}{x^{2}} d x=\lim _{t \rightarrow \infty}\left[-\left.\frac{1}{x}\right|_{1} ^{t}=\lim _{t \rightarrow \infty}\left[-\frac{1}{t}+\frac{1}{1}\right]=0+1=1\right.
$$

is convergent. Thus, since our desired positive integrand lies below a function whose integral converges we have, by the Comparison Test for Integrals, that the given integral is convergent.
2. The integral $\int_{0}^{1} \frac{e^{x}}{x^{2}} d x$ is improper since the integrand is undefined at zero. Since the integrand has no obvious antiderivative we try a comparison with an integrable function. For $0 \leq x \leq 1$ we have

$$
e^{x} \geq 1>0 \Longrightarrow \frac{e^{x}}{x^{2}} \geq \frac{1}{x^{2}}>0
$$

The following integral

$$
\int_{0}^{1} \frac{1}{x^{2}} d x=\lim _{t \rightarrow 0^{+}} \int_{t}^{1} \frac{1}{x^{2}} d x=\lim _{t \rightarrow 0^{+}}\left[-\left.\frac{1}{x}\right|_{t} ^{1}=\lim _{t \rightarrow 0^{+}}\left[-1+\frac{1}{t}\right]=-1+\infty=\infty\right.
$$

is divergent. Since our desired integrand lies above a positive function whose integral diverges, we have, by the Comparison Test for Integrals, that the given integral is also divergent.

## Further Questions:

Determine whether the following integrals are convergent or divergent.

1. $\int_{1}^{\infty} \frac{1}{\sqrt{x^{3}+1}} d x$
2. $\int_{0}^{1} \frac{e^{-x}}{x^{\frac{2}{3}}} d x$

## Exercise 3-6

Answers:
Page 177

Answers: Page 178

## Chapter 3 Review Exercises

1-12: Evaluate the given integral.

1. $\int x \tan ^{-1} x d x$
2. $\int \frac{1}{\sqrt{x^{2}+6 x+12}} d x$
3. $\int \tan x \sec ^{3} x d x$
4. $\int_{0}^{\ln 2} \frac{e^{3 x}}{1+e^{x}} d x$
5. $\int_{0}^{2} \ln (2+x) d x$
6. $\int \frac{4 x^{2}-8 x-6}{(x-1)(x-2)(x-3)} d x$
7. $\int \frac{1}{\left(x^{2}+36\right)^{5 / 2}} d x$
8. $\int \frac{6 x^{3}-4 x^{2}+5}{x^{4}+5 x^{2}+4} d x$
9. $\int \frac{x-2}{(x+1)^{5}} d x$
10. $\int x^{5 / 2} \ln x d x$
11. $\int \frac{4}{x^{3}+2 x} d x$
12. $\int \frac{\cos x}{\sqrt{1+\sin ^{2} x}} d x$

13-15: Determine whether the given integral is convergent or divergent.
13. $\int_{0}^{\infty} x e^{-3 x} d x$
14. $\int_{0}^{\pi} \frac{\sin x}{\sqrt{1+\cos x}} d x$
15. $\int_{-\infty}^{\infty} \frac{1}{5+x^{2}} d x$

## Chapter 4: Sequences and Series

### 4.1 Sequences

Definition: An ordered list of numbers:

$$
\left\{a_{1}, a_{2}, a_{3}, \ldots, a_{n}, \ldots\right\}
$$

is called a sequence. The numbers are called terms with $a_{1}$ here being the first term, and, more generally, $a_{n}$ being the $n^{\text {th }}$ term in the sequence.

The above sequence may represented by the compact notation $\left\{\boldsymbol{a}_{\boldsymbol{n}}\right\}$ or sometimes with the index limits made explicit as $\left\{a_{n}\right\}_{n=1}^{\infty}$. An explicit index is useful if we start enumerating the sequence from a value other than 1 .

Some texts will distinguish finite and infinite sequences depending on whether the sequence terminates or not. For our purposes we will be assuming infinite sequences unless otherwise noted.

An equivalent way of thinking of a sequence is as a function $f$ whose domain is the positive integers. In this case $a_{n}=f(n)$. Writing $a_{n}$ as just such a function of the index is a convenient way of representing a sequence.

## Example 4-1

The following are several ways to represent the same sequences.

1. $\left\{1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}, \ldots\right\}=\left\{\frac{1}{n}\right\}=\left\{\frac{1}{n}\right\}_{n=1}^{\infty}, a_{n}=\frac{1}{n}$

Note this sequence could also have been represented by $\left\{\frac{1}{n+1}\right\}_{n=0}^{\infty}$
2. $\left\{\frac{1}{2}, \frac{-4}{5}, \frac{9}{8}, \ldots, \frac{(-1)^{n+1} n^{2}}{3 n-1}, \ldots\right\}=\left\{\frac{(-1)^{n+1} n^{2}}{3 n-1}\right\}_{n=1}^{\infty}, a_{n}=\frac{(-1)^{n+1} n^{2}}{3 n-1}$
3. $\{4,4,4, \ldots, 4, \ldots\}=\{4\}_{n=1}^{\infty}, a_{n}=4$

A sequence may not have a simple defining function in terms of the index $n$.

## Example 4-2

The sequence generated by the digits of $\pi=3.14159 \ldots$

$$
\{3,1,4,1,5,9, \ldots\}
$$

is not representable by a simple function $f(n)$.

Since theoretically any sequence is a function $a_{n}=f(n)$ on the set of positive integers we can graphically represent it by plotting the coordinate points $\left(n, a_{n}\right)$.

## Example 4-3

A graph of the sequence $\left\{\frac{\cos (n \pi)+n^{2}}{2 n^{2}}\right\}$ is as follows:


The above graph clearly approaches the value $1 / 2$ as $n$ gets large. In symbols we would write

$$
\lim _{n \rightarrow \infty} \frac{\cos (n \pi)+n^{2}}{2 n^{2}}=\frac{1}{2}
$$

This limit is analagous to the limit of a function $f(x)$ as $x \rightarrow \infty$ with the only difference being that $n$ is restricted to positive integers. This discussion motivates the following definition for the limit of a sequence. ${ }^{1}$

Definition: If the terms $a_{n}$ of sequence $\left\{a_{n}\right\}$ get arbitrarily close to the value $L$ for sufficiently large $n$ then we say the sequence converges to limit $L$ or is convergent with limit $L$. Symbolically $a_{n} \rightarrow L$ as $n \rightarrow \infty$ or

$$
\lim _{n \rightarrow \infty} a_{n}=L
$$

If a sequence is not convergent (i.e. it has no limit) then the sequence diverges or is divergent.
A divergent sequence may have a trend to infinity. ${ }^{2}$
Definition: If the terms $a_{n}$ of sequence $\left\{a_{n}\right\}$ get arbitrarily large (positively) for sufficiently large $n$ we say that the sequence $\left\{a_{n}\right\}$ diverges to infinity and we write

$$
\lim _{n \rightarrow \infty} a_{n}=\infty
$$

An analagous definition holds for a sequence to diverge to $-\infty$.

## Example 4-4

The Fibonacci Sequence satisfies $a_{1}=1, a_{2}=1$ and $a_{n}=a_{n-2}+a_{n-1}$ for $n>2$, i.e.

$$
\{1,1,2,3,5,8,13,21, \ldots\}
$$

The sequence diverges to $\infty\left(\lim _{n \rightarrow \infty} a_{n}=\infty\right)$.

[^2]The limit of a sequence with $a_{n}=f(n)$ is essentially the limit of $f(x)$ as $x \rightarrow \infty$ with $x$ restricted to the positive integers (instead of the continuous real axis).

## Example 4-5

If we plot $y=f(x)=\frac{\cos (x \pi)+x^{2}}{2 x^{2}}$ over our earlier sequence we have:


The limit of $f(n)$, with $n$ an integer, clearly cannot differ from that of $f(x)$ if the latter exists, thereby leading to the following theorem.

Theorem 4-1: If $\lim _{x \rightarrow \infty} f(x)=L$ then the limit of sequence $\left\{a_{n}\right\}$ with $a_{n}=f(n)$ is also $L$,

$$
\lim _{n \rightarrow \infty} a_{n}=L
$$

(Note the converse of this theorem is not true, $\lim _{n \rightarrow \infty} a_{n}=L \nRightarrow \lim _{x \rightarrow \infty} f(x)=L$.)
For a sequence which converges to $L=0$ we have the following result:
Theorem 4-2: $\lim _{n \rightarrow \infty} a_{n}=0$ if and only if $\lim _{n \rightarrow \infty}\left|a_{n}\right|=0$.
These theorems are convenient for evaluating the limits of certain sequences.

## Example 4-6

Find the limit of the following sequences:

1. $\left\{\frac{n^{2}+4}{3 n^{2}+5 n+1}\right\}$
2. $\left\{\frac{n^{2}+\ln n}{4 n^{2}}\right\}$
3. $\left\{(-1)^{n} \cdot \frac{\ln n}{n^{2}}\right\}$

## Solution:

1. To evaluate the limit pull out the highest power of $n\left(\right.$ here $\left.n^{2}\right)$ from each of the numerator and denominator.

$$
\lim _{n \rightarrow \infty} \frac{n^{2}+4}{3 n^{2}+5 n+1}=\lim _{n \rightarrow \infty} \frac{n^{2}}{n^{2}} \cdot \frac{\frac{n^{2}}{n^{2}}+\frac{4}{n^{2}}}{\frac{3 n^{2}}{n^{2}}+\frac{5 n}{n^{2}}+\frac{1}{n^{2}}}=\lim _{n \rightarrow \infty} 1 \cdot \frac{1+\frac{4}{n^{2}}}{3+\frac{5}{n}+\frac{1}{n^{2}}}=\frac{1+0}{3+0+0}=\frac{1}{3}
$$

2. Here the $n^{\text {th }}$ term $a_{n}=f(n)$ where $f(n)=\frac{n^{2}+\ln n}{4 n^{2}}$. Considering the function as a function of a continuous variable $x$, so $f(x)=\frac{x^{2}+\ln x}{4 x^{2}}$, we have:

$$
\begin{aligned}
\lim _{x \rightarrow \infty} f(x) & =\lim _{x \rightarrow \infty} \frac{x^{2}+\ln x}{4 x^{2}} \quad\left(\frac{\infty}{\infty} \text { form }\right) \\
& =\lim _{x \rightarrow \infty} \frac{2 x+\frac{1}{x}}{8 x} \quad\left(\frac{\infty}{\infty} \text { form }\right) \\
& =\lim _{x \rightarrow \infty} \frac{2-\frac{1}{x^{2}}}{8}=\frac{2-0}{8}=\frac{1}{4}
\end{aligned}
$$

Therefore $\lim _{n \rightarrow \infty} \frac{n^{2}+\ln n}{4 n^{2}}=\frac{1}{4}$ by Theorem 4-1.
3. Consider the limit of the absolute value of $a_{n}=\frac{(-1)^{n} \ln n}{n^{2}}$ :

$$
\lim _{n \rightarrow \infty}\left|a_{n}\right|=\lim _{n \rightarrow \infty}\left|(-1)^{n} \cdot \frac{\ln n}{n^{2}}\right|=\lim _{n \rightarrow \infty} \frac{\ln n}{n^{2}} \quad\left(\frac{\infty}{\infty} \text { form }\right)
$$

Letting $f(x)=\frac{\ln x}{x^{2}}$, a continuous function of $x$, we have

$$
\begin{aligned}
\lim _{x \rightarrow \infty} f(x) & =\lim _{x \rightarrow \infty} \frac{\ln x}{x^{2}}\left(\frac{\infty}{\infty} \text { form }\right)=\lim _{x \rightarrow \infty} \frac{\frac{1}{x}}{2 x}=\lim _{x \rightarrow \infty} \frac{1}{2 x^{2}}=0 \\
& \Longrightarrow \lim _{n \rightarrow \infty}\left|a_{n}\right|=\lim _{n \rightarrow \infty} \frac{\ln n}{n^{2}}=0 \text { (by Theorem 4-1) } \\
& \Longrightarrow \lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty}(-1)^{n} \frac{\ln n}{n^{2}}=0 \text { (by Theorem 4-2) }
\end{aligned}
$$

## Further Questions:

Find the limits of the following sequences:

1. $\left\{\frac{2 n}{5 n-3}\right\}$
2. $\left\{\frac{5 n}{e^{2 n}}\right\}$
3. $\left\{\frac{(-1)^{n}(3 n+1)}{n^{2}+5}\right\}$

Theorem 4-3: Given sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are convergent, $c$ is a constant, and $f$ a function defined at $a_{n}$ and continuous at $L=\lim _{n \rightarrow \infty} a_{n}$, then the following hold:

1. $\lim _{n \rightarrow \infty} c=c$
2. $\lim _{n \rightarrow \infty}\left(a_{n} \pm b_{n}\right)=\lim _{n \rightarrow \infty} a_{n} \pm \lim _{n \rightarrow \infty} b_{n}$
3. $\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=\frac{\lim _{n \rightarrow \infty} a_{n}}{\lim _{n \rightarrow \infty} b_{n}}$
4. $\lim _{n \rightarrow \infty} c a_{n}=c \lim _{n \rightarrow \infty} a_{n}$
(Here we require $\lim _{n \rightarrow \infty} b_{n} \neq 0$.)
5. $\lim _{n \rightarrow \infty}\left(a_{n} \cdot b_{n}\right)=\left(\lim _{n \rightarrow \infty} a_{n}\right) \cdot\left(\lim _{n \rightarrow \infty} b_{n}\right)$
6. $\lim _{n \rightarrow \infty} f\left(a_{n}\right)=f\left(\lim _{n \rightarrow \infty} a_{n}\right)$

By the last item of the previous theorem applied to $f(x)=x^{k}$ one has the corollary
Theorem 4-4: Given non-negative sequence $\left\{a_{n}\right\}$ (i.e. $a_{n} \geq 0$ ) and power $k>0$ one has

$$
\lim _{n \rightarrow \infty}\left(a_{n}\right)^{k}=\left(\lim _{n \rightarrow \infty} a_{n}\right)^{k}
$$

Here the sequence must have $a_{n} \geq 0$ for $\left(a_{n}\right)^{k}$ to be defined and the power $k$ cannot be negative to accommodate sequences for which $\lim _{n \rightarrow \infty} a_{n}=0$.

Definition: A sequence is geometric if it has the form $\left\{a r^{n}\right\}_{n=0}^{\infty}=\left\{a, a r, a r^{2}, a r^{3}, \ldots, a r^{n}, \ldots\right\}$ $(a \neq 0)$. Here $a$ is the first term in the sequence and $r$ is called the common ratio since $\frac{a_{n+1}}{a_{n}}=r$ (constant) for a geometric sequence.

One notes that a geometric sequence is of the form $\left\{a r^{n-1}\right\}_{n=1}^{\infty}$ if we start with index $n=1$.
The following theorem results from consideration of the behaviour of the limit of the exponential function $\lim _{x \rightarrow \infty} r^{x}$ when $r \geq 0$ in Theorem 4-1 and use of Theorem 4-2 noting that $\lim _{n \rightarrow \infty}\left|r^{n}\right|=\lim _{n \rightarrow \infty}|r|^{n}$ when $-1<r<0$.

Theorem 4-5: The geometric sequence $\left\{a r^{n}\right\}_{n=0}^{\infty}=\left\{a, a r, a r^{2}, a r^{3}, \ldots, a r^{n}, \ldots\right\}(a \neq 0)$ is convergent when $-1<r \leq 1$ with

$$
\lim _{n \rightarrow \infty} a r^{n}= \begin{cases}0 & \text { if }-1<r<1 \\ a & \text { if } r=1\end{cases}
$$

It is divergent for all other values of $r$, diverging to infinity $(\infty)$ for $r>1$.

## Example 4-7

Determine whether the following sequences are divergent or convergent. For convergent sequences determine the limit.

1. $\left\{5\left(\frac{1}{10}\right)^{n}\right\}_{n=0}^{\infty}$
2. $\left\{3(-5)^{n}\right\}$
3. $\left\{\frac{2 n+\ln n}{5 n+3 \ln n}\right\}$

## 3 Solution:

1. This is a geometric sequence with $a=5$ and $r=\frac{1}{10}$. Since $|r|=\left|\frac{1}{10}\right|<1$ it is convergent with

$$
\lim _{n \rightarrow \infty} 5\left(\frac{1}{10}\right)^{n}=0
$$

2. Without explicit index labels we infer $\left\{3(-5)^{n}\right\}=\left\{3(-5)^{n}\right\}_{n=1}^{\infty}$. We can put it in standard form for a geometric sequence starting at $n=1$ by rewriting it:

$$
\left\{3(-5)^{n}\right\}_{n=1}^{\infty}=\left\{3(-5)(-5)^{n-1}\right\}_{n=1}^{\infty}=\left\{-15(-5)^{n-1}\right\}_{n=1}^{\infty}
$$

This is a geometric sequence with $a=-15$ and $r=-5$. Since $r=-5<-1$ it is divergent. Alternatively we can show the sequence is geometric by evaluating

$$
\frac{a_{n+1}}{a_{n}}=\frac{3(-5)^{n+1}}{3(-5)^{n}}=-5
$$

proving it has a constant (common) ratio of $r=-5$. The first term is $a=3(-5)^{1}=-15$.
3. Let $f(x)=\frac{2 x+\ln x}{5 x+3 \ln x}$

$$
\begin{aligned}
\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} \frac{2 x+\ln x}{5 x+3 \ln x} & =\lim _{x \rightarrow \infty} \frac{2+\frac{1}{x}}{5+\frac{3}{\ln x}}=\frac{2+0}{5+0}=\frac{2}{5} \\
\Longrightarrow & \lim _{n \rightarrow \infty} \frac{2 n+\ln n}{5 n+3 \ln n}=\frac{2}{5}
\end{aligned}
$$

Therefore the sequence is convergent.

## Further Questions:

Determine whether the following sequences are divergent or convergent. For convergent sequences determine the limit.

1. $\left\{\left(\frac{n+1}{8 n}\right)^{\frac{1}{3}}\right\}$
2. $\left\{5\left(\frac{1}{2}\right)^{n}\right\}$
3. $\left\{2^{n}\right\}$
4. $\left\{\left(-\frac{1}{3}\right)^{n}\right\}$
5. $\left\{(-3)^{n}\right\}$

A special class of sequences are those that are monotonic.

Definition: A sequence is monotonic if it is either
increasing : $a_{n}<a_{n+1}$ for all $n$, or
decreasing : $a_{n}>a_{n+1}$ for all $n$, or
nondecreasing : $a_{n} \leq a_{n+1}$ for all $n$, or
nonincreasing : $a_{n} \geq a_{n+1}$ for all $n$.

Note that increasing sequences are, by definition, nondecreasing as are decreasing sequences nonincreasing. An example of a nondecreasing sequence that is not an increasing sequence is

$$
\{1,1,2,2,3,3,4,4, \ldots\}
$$

## Example 4-8

Classify the monotonicity of the following sequences.

1. $\left\{\frac{n^{2}+3}{n+5}\right\}$
2. $\{\sqrt{n+2}-\sqrt{n}\}$

## Solution:

1. We illustrate two approaches:

- Method 1: Using the Definition

$$
\begin{gathered}
a_{n}<a_{n+1} \quad(n \geq 1) \\
\Longleftrightarrow \frac{n^{2}+3}{n+5}<\frac{(n+1)^{2}+3}{(n+1)+5} \quad(n \geq 1) \\
\Longleftrightarrow \frac{n^{2}+3}{n+5}<\frac{n^{2}+2 n+4}{n+6} \quad(n \geq 1) \\
\Longleftrightarrow\left(n^{2}+3\right)(n+6)<\left(n^{2}+2 n+4\right)(n+5) \quad(n \geq 1) \\
\Longleftrightarrow n^{3}+6 n^{2}+3 n+18<n^{3}+5 n^{2}+2 n^{2}+10 n+4 n+20 \quad(n \geq 1) \\
\Longleftrightarrow 0<n^{2}+11 n+2 \quad(n \geq 1)
\end{gathered}
$$

Since the final statement is true we have proven that $a_{n}<a_{n+1}$ and thus $\left\{\frac{n^{2}+3}{n+5}\right\}$ is an increasing sequence.

- Method 2: Using the Derivative

Consider $f(x)=\frac{x^{2}+3}{x+5}$. Then

$$
f^{\prime}(x)=\frac{2 x(x+5)-\left(x^{2}+3\right)(1)}{(x+5)^{2}}=\frac{2 x^{2}+10 x-x^{2}-3}{(x+5)^{2}}=\frac{x^{2}+10 x-3}{(x+5)^{2}}>0 \text { for } x \geq 1
$$

Therefore, $f(x)$ is an increasing function for $x \geq 1$. Thus $\left\{\frac{n^{2}+3}{n+5}\right\}$ is an increasing sequence.
Since the sequence is increasing it is also nondecreasing.
2. Considering $f(x)=\sqrt{x+2}-\sqrt{x}$ we have

$$
\begin{aligned}
f^{\prime}(x) & =\frac{1}{2}(x+2)^{-\frac{1}{2}}(1)-\frac{1}{2} x^{-\frac{1}{2}} \\
& =\frac{1}{2 \sqrt{x+2}}-\frac{1}{2 \sqrt{x}}<0 \text { for } x \geq 1
\end{aligned}
$$

Therefore $f(x)$ is a decreasing function for $x \geq 1$. Thus $\{\sqrt{n+2}-\sqrt{n}\}$ is a decreasing sequence, and also, therefore, a nonincreasing sequence.

## Further Questions:

Classify the monotonicity of the following sequences.

1. $\left\{\frac{2}{n+3}\right\}$
2. $\left\{\frac{2 n+3}{3 n+5}\right\}$
3. $\left\{\frac{3 n+2}{2 n+1}\right\}$

Definition: Sequence $\left\{a_{n}\right\}$ is bounded below if there exists some $N$ such that $N \leq a_{n}$ for all $n$. The sequence $\left\{a_{n}\right\}$ is bounded above if there exists some $M$ such that $a_{n} \leq M$ for all $n$. The sequence $\left\{a_{n}\right\}$ is bounded if it is bounded both below and above.

## Example 4-9

Determine whether the following sequences are bounded above, bounded below, or bounded.

1. $\left\{e^{n}\right\}$
2. $\left\{-n^{4}\right\}$
3. $\left\{\frac{2 n^{2}+1}{n^{2}+3}\right\}$

## Solution:

1. Since $e^{n}>0$ for all $n \geq 1$ the sequence is bounded below. $\lim _{n \rightarrow \infty} e^{n}=\infty$ shows that it is not bounded above.
2. Since $-n^{4}<0$ for all $n \geq 1$ the sequence is bounded above. $\lim _{n \rightarrow \infty}-n^{4}=-\infty$ shows that it is not bounded below.
3. Clearly $\frac{2 n^{2}+1}{n^{2}+3}>0$ for all $\mathrm{n} \geq 1$ so the sequence is bounded below. Considering the limit of the sequence

$$
\lim _{n \rightarrow \infty} \frac{2 n^{2}+1}{n^{2}+3}=\lim _{n \rightarrow \infty} \frac{n^{2}}{n^{2}} \cdot \frac{\frac{2 n^{2}}{n^{2}}+\frac{1}{n^{2}}}{\frac{n^{2}}{n^{2}}+\frac{3}{n^{2}}}=\lim _{n \rightarrow \infty} 1 \cdot \frac{2+\frac{1}{n^{2}}}{1+\frac{1}{n^{2}}}=\frac{2+0}{1+0}=2
$$

suggests it may have an upper bound around 2 . The inequality

$$
\frac{2 n^{2}+1}{n^{2}+3}<2 \Longleftrightarrow 2 n^{2}+1<2\left(n^{2}+3\right) \Longleftrightarrow 0<5
$$

confirms 2 is an upper bound for the sequence. Thus $0<\frac{2 n^{2}+1}{n^{2}+3}<2$ and the sequence is bounded.

## Further Questions:

Determine whether the following sequences are bounded above, bounded below, or bounded.

1. $\left\{n^{2}\right\}$
2. $\left\{\frac{n}{n+1}\right\}$

The following theorem can be used to determine whether a monotonic sequence converges or not.
Theorem 4-6: A monotonic sequence converges if and only if it is bounded.
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## Exercise 4-1

1-3: Find the first four terms of the infinite sequence and evaluate $\lim _{n \rightarrow \infty} a_{n}$ if it exists.

1. $a_{n}=\frac{n^{3}+3 n^{2}}{2 n^{3}+5}$
2. $a_{n}=\frac{2 e^{n}}{3 e^{n}+1}$
3. $a_{n}=(-1)^{n} \frac{n^{2}+3}{n^{3}+2 n+4}$

4-7: Evaluate $\lim _{n \rightarrow \infty} a_{n}$ if it exists and determine whether the infinite sequence is convergent or divergent.
4. $a_{n}=\frac{e^{n}}{2 e^{n}+n}$
5. $a_{n}=\frac{\tan ^{-1} n}{n}$
6. $a_{n}=\frac{\ln n}{3 n}$
7. $a_{n}=(-1)^{n} \frac{n+1}{n^{2}+5}$

8-10: Determine whether the infinite sequence is increasing, decreasing or not monotonic.
8. $a_{n}=n e^{-n^{2}}$
9. $a_{n}=\frac{n^{2}+3}{n^{2}+5}$
10. $a_{n}=\frac{e^{n}}{e^{n}+2}$

### 4.2 Series

Definition: Given a sequence $\left\{a_{k}\right\}$, the summation of its terms,

$$
a_{1}+a_{2}+a_{3}+\cdots+a_{k}+\cdots
$$

is called an (infinite) series. A series is abbreviated in sigma notation as $\sum_{k=1}^{\infty} a_{k}$ or sometimes without explicit index limits as $\sum a_{k}$.

Due to the sum being over an infinite number of terms it need not exist.

## Example 4-10

The series

$$
\sum_{k=1}^{\infty} 1=1+1+\cdots+1+\cdots
$$

clearly cannot approach a number when added.

To rigorously define what we mean by the value of the sum of a series we introduce the following.
Definition: Given the series $\sum_{k=1}^{\infty} a_{k}$ define the sum of the first $n$ terms of the series to be the $\boldsymbol{n}^{\text {th }}$ partial $\operatorname{sum} S_{n}$ :

$$
S_{n}=\sum_{k=1}^{n} a_{k}=a_{1}+a_{2}+\cdots+a_{n}
$$

## Example 4-11

For the series $1+1+1+\cdots+1+\cdots$ the $n^{\text {th }}$ partial sums are

$$
\begin{aligned}
S_{1} & =1 \\
S_{2} & =1+1=2 \\
S_{3} & =1+1+1=3 \\
\vdots & \\
S_{n} & =\underbrace{1+1+1+\cdots+1}_{n \text { times }}=n
\end{aligned}
$$

The partial sums $S_{n}$ for a series $\sum a_{k}$ themselves form a sequence $\left\{S_{n}\right\}$ the limit of which we will consider the sum of the series.

Definition: Let series $\sum a_{k}$ have $n^{\text {th }}$ partial sums $S_{n}$. If the sequence $\left\{S_{n}\right\}$ is convergent, so

$$
\lim _{n \rightarrow \infty} S_{n}=S
$$

then we say that the series $\sum a_{k}$ is convergent and call $S$ the sum of the series,

$$
\sum_{k=1}^{\infty} a_{k}=a_{1}+a_{2}+a_{3}+\cdots+a_{k}+\cdots=S
$$

If a series is not convergent then it is divergent .

## Example 4-12

The series $\sum_{k=1}^{\infty} \frac{1}{(k+1)(k+2)}$ can be written using partial fraction decomposition as $\sum_{k=1}^{\infty}\left(\frac{1}{k+1}-\frac{1}{k+2}\right)$. The $n^{\text {th }}$ partial sum is therefore

$$
S_{n}=\left(\frac{1}{2}-\frac{1}{3}\right)+\left(\frac{1}{3}-\frac{1}{4}\right)+\cdots+\left(\frac{1}{n+1}-\frac{1}{n+2}\right)=\frac{1}{2}-\frac{1}{n+2}
$$

Since $\lim _{n \rightarrow \infty} S_{n}=\lim _{n \rightarrow \infty}\left(\frac{1}{2}-\frac{1}{n+2}\right)=\frac{1}{2}$ the series is convergent with sum $1 / 2$, i.e.

$$
\sum_{k=1}^{\infty} \frac{1}{(k+1)(k+2)}=\frac{1}{2}
$$

Because of the cancellation arising in the partial sum the series is called a telescoping series.

## Example 4-13

We saw the series $\sum_{k=1}^{\infty} 1$ has partial sum $S_{n}=n$. Therefore $\lim _{n \rightarrow \infty} S_{n}=\lim _{n \rightarrow \infty} n=\infty$ and so the sequence $\left\{S_{n}\right\}$ and hence the series $\sum_{k=1}^{\infty} 1$ are divergent (as expected).

## Theorem 4-7: The geometric series

$$
\sum_{k=0}^{\infty} a r^{k}=a+a r+a r^{2}+\cdots+a r^{k}+\cdots=a\left(1+r+r^{2}+\cdots+r^{k}+\cdots\right)
$$

is convergent if $-1<r<1$ with sum $\frac{a}{1-r}$ and is otherwise divergent. ${ }^{3}$
One notes that the geometric series also has the form $\sum_{k=1}^{\infty} a r^{k-1}$ if the lower limit is taken to be $k=1$ rather than $k=0$.

## Example 4-14

Determine whether the following series are convergent and, if so, find the sum.

1. $2+6+18+54+\cdots$
2. $\sum_{k=0}^{\infty} \frac{(-1)^{k} 6^{k+1}}{5^{k}}$
3. $\sum_{n=1}^{\infty}\left(\frac{1}{4}\right)^{n}$

$$
\begin{aligned}
& { }^{3} \text { Proof follows by noting that if } S_{n}=1+a r+\cdots+a r^{n-1} \text { then } \\
& \qquad(1-r) S_{n}=a+a r+a r^{2}+\cdots+a r^{n-1}-\left(a r+a r^{2}+a r^{3}+\cdots+a r^{n}\right)=a-a r^{n} \\
& \text { and so } S_{n}=\frac{a\left(1-r^{n}\right)}{1-r} \text {. Then } S=\lim _{n \rightarrow \infty} S_{n}=\frac{a}{1-r} \text { since } \lim _{n \rightarrow \infty} r^{n}=0 \text { for }-1<r<1
\end{aligned}
$$

## Solution:

1. The series has first term $a=2$ and the ratios of subsequent terms

$$
\frac{6}{2}=\frac{18}{6}=\frac{54}{18}=\cdots
$$

all equal to 3 shows the series is geometric with common ratio $r=3$. Since $|r|=3>1$ the geometric series is divergent. Alternatively we note that we can write the series in sigma notation as $\sum_{k=0}^{\infty} 2(3)^{k}$ or $\sum_{k=1}^{\infty} 2(3)^{k-1}$ to prove it is geometric and to identify $a=2$ and $r=3$.
2. The series starts at $k=0$ and so the standard form for that geometric series is $\sum_{k=0}^{\infty} a r^{k}$. Rewriting the series

$$
\sum_{k=0}^{\infty} \frac{(-1)^{k} 6^{k+1}}{5^{k}}=\sum_{k=0}^{\infty} 6 \frac{(-1)^{k} 6^{k}}{5^{k}}=\sum_{k=0}^{\infty} 6\left(-\frac{6}{5}\right)^{k}
$$

proves the series is geometric with first term $a=6$ and common ratio $r=-\frac{6}{5}$. Since $|r|=\frac{6}{5}>1$ the geometric series is divergent.
3. The series starts at $n=1$ so put it in the standard form $\sum_{n=1}^{\infty} a r^{n-1}$ :

$$
\sum_{n=1}^{\infty}\left(\frac{1}{4}\right)^{n}=\sum_{n=1}^{\infty}\left(\frac{1}{4}\right)\left(\frac{1}{4}\right)^{n-1} \Longrightarrow a=\frac{1}{4}, r=\frac{1}{4}
$$

Then $|r|<1$ implies the series converges to sum

$$
S=\frac{a}{1-r}=\frac{\frac{1}{4}}{1-\frac{1}{4}}=\frac{\frac{1}{4}}{\frac{3}{4}}=\frac{1}{4} \cdot \frac{4}{3}=\frac{1}{3}
$$

## Further Questions:

Determine whether the following series are convergent and, if so, find the sum.

1. $2+\frac{2}{2}+\frac{2}{4}+\cdots+2\left(\frac{1}{2}\right)^{n-1}+\cdots$
2. $\sum_{n=1}^{\infty}(3)^{n-1}$
3. $1+x+x^{2}+x^{3}+\cdots \quad($ for $|x|<1)$

A necessary (but not sufficient) requirement for a series to converge is that its terms must approach zero as $n \rightarrow \infty$.
Theorem 4-8: If series $\sum_{k=1}^{\infty} a_{k}$ is convergent then $\lim _{k \rightarrow \infty} a_{k}=0$.
Note the converse of the last theorem, namely that if $\lim _{k \rightarrow \infty} a_{k}=0$ then $\sum_{k=1}^{\infty} a_{k}$ is convergent, is not true, as demonstrated in the following example.

## Example 4-15

The harmonic series,

$$
\sum_{k=1}^{\infty} \frac{1}{k}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{k}+\cdots
$$

is divergent. To see this note that the harmonic series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\frac{1}{5}+\frac{1}{6}+\frac{1}{7}+\frac{1}{8}+\frac{1}{9}+\cdots
$$

is strictly greater than

$$
\underbrace{\frac{1}{1}}_{>\frac{1}{2}}+\underbrace{\frac{1}{2}}_{=\frac{1}{2}}+\underbrace{\frac{1}{4}+\frac{1}{4}}_{=\frac{1}{2}}+\underbrace{\frac{1}{8}+\frac{1}{8}+\frac{1}{8}+\frac{1}{8}}_{=\frac{1}{2}}+\frac{1}{16}+\cdots
$$

which diverges to infinity as one can exceed any multiple of $1 / 2$ one wants by taking enough terms. Specifically, the partial sums of the harmonic series form an increasing sequence in which $S_{2^{n}}>\frac{1}{2}(n+1)$ and therefore the sequence $\left\{S_{n}\right\}$ is unbounded (and hence divergent).

The contrapositive of Theorem 4-8 (which logically must be true) provides a useful method to test if some series are divergent:

## Theorem 4-9: The Term Test for Divergence:

If the terms $a_{k}$ of series $\sum a_{k}$ approach a non-zero $\operatorname{limit}\left(\lim _{k \rightarrow \infty} a_{k}=L \neq 0\right)$ or $\lim _{k \rightarrow \infty} a_{k}$ does not exist, then $\sum a_{k}$ is divergent.
We note that by Theorem 4-2 it follows that if $\lim _{k \rightarrow \infty}\left|a_{k}\right| \neq 0$ or does not exist then $\lim _{k \rightarrow \infty} a_{k}$ must either be non-zero or not exist and vice versa. As such, when applying the Term Test for Divergence, it is sufficient to test $\lim _{k \rightarrow \infty}\left|a_{k}\right|$ which may be easier to evaluate.

## Example 4-16

Determine whether the series

$$
\sum_{k=1}^{\infty} \cos \left(\frac{1}{k}\right)
$$

converges or diverges.

## Solution:

Let $a_{k}=\cos \left(\frac{1}{k}\right)$ be the $k^{\text {th }}$ term in the series. Consider $\cos \left(\frac{1}{x}\right)$, a continuous function of $x$. Then

$$
\lim _{x \rightarrow \infty} \cos \left(\frac{1}{x}\right)=\left(\lim _{x \rightarrow \infty} \frac{1}{x}\right)=\cos (0)=1
$$

implies, by Theorem 4-1, $\lim _{k \rightarrow \infty} a_{k}=\lim _{k \rightarrow \infty} \cos \left(\frac{1}{k}\right)=1 \neq 0$. By the Term Test for Divergence the series $\sum a_{k}$ is divergent.

## Further Question:

Determine whether the series

$$
\frac{1}{3}+\frac{2}{5}+\frac{3}{7}+\cdots+\frac{k}{2 k+1}+\cdots
$$

converges or diverges.

Note that if we find $\lim _{n \rightarrow \infty} a_{k}=0$ we know nothing about the convergence or divergence of series $\sum a_{k}$. Theorem 4-10: If $c$ is any constant and $\sum_{k=1}^{\infty} a_{k}, \sum_{k=1}^{\infty} b_{k}$ are convergent series then the following series are convergent with the given results:

1. $\sum_{k=1}^{\infty} c a_{k}=c \sum_{k=1}^{\infty} a_{k}$
2. $\sum_{k=1}^{\infty}\left(a_{k} \pm b_{k}\right)=\sum_{k=1}^{\infty} a_{k} \pm \sum_{k=1}^{\infty} b_{k}$

If $\sum_{k=1}^{\infty} a_{k}$ is divergent and $c \neq 0$ then $\sum_{k=1}^{\infty} c a_{k}$ is divergent. If one of $\sum_{k=1}^{\infty} a_{k}, \sum_{k=1}^{\infty} b_{k}$ is convergent and one is divergent then $\sum_{k=1}^{\infty}\left(a_{k} \pm b_{k}\right)$ is divergent.

## Example 4-17

Prove that the following series converges and find its sum.

$$
\sum_{i=1}^{\infty}\left(\frac{1}{5^{i}}+\frac{3}{10^{i}}\right)
$$

## Solution:

$$
\begin{aligned}
\sum_{i=1}^{\infty}\left(\frac{1}{5^{i}}+\frac{3}{10^{i}}\right)= & \sum_{i=1}^{\infty} \frac{1}{5^{i}}+\sum_{i=1}^{\infty} \frac{3}{10^{i}} \\
= & \underbrace{\sum_{i=1}^{\infty} \frac{1}{5} \cdot\left(\frac{1}{5}\right)^{i-1}}_{\begin{array}{c}
\text { geometric series } \\
a=\frac{1}{5}, r=\frac{1}{5}
\end{array}}+\underbrace{|r|<1(\text { convergent })}_{\substack{\text { geometric series } \\
a=\frac{3}{10}, r=\frac{1}{10} \\
\sum_{i=1}^{10} \frac{3}{10} \cdot\left(\frac{1}{10}\right)^{i-1}}}|r|<1 \text { (convergent) } \\
& =\frac{\frac{1}{5}}{1-\frac{1}{5}}+\frac{\frac{3}{10}}{1-\frac{1}{10}}=\frac{\frac{1}{5}}{\frac{5}{5}}+\frac{\frac{3}{10}}{\frac{9}{10}}=\frac{1}{5} \cdot \frac{5}{4}+\frac{3}{10} \cdot \frac{10}{9}=\frac{1}{4}+\frac{1}{3}=\frac{3+4}{12}=\frac{7}{12}
\end{aligned}
$$

Thus the given series is convergent with sum $\frac{7}{12}$.

## Further Question:

Prove that the following series converges and find its sum.

$$
\sum_{k=1}^{\infty}\left[\frac{2}{3^{k-1}}+\frac{7}{k(k+1)}\right]
$$

## Example 4-18

Determine whether each series is convergent or divergent. For convergent series, find its sum.

1. $\sum_{n=1}^{\infty} \frac{2 n^{2}+5}{6 n^{2}+3 n+1}$
2. $\sum_{n=1}^{\infty} \frac{4}{(n+1)(n+3)}$
3. $\sum_{n=2}^{\infty}\left[\left(\frac{3}{4}\right)^{n}+\frac{n}{\ln n}\right]$

## Solution:

1. Let $a_{n}$ be the $n^{\text {th }}$ term in the series and consider $\lim _{n \rightarrow \infty} a_{n}$ :

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{2 n^{2}+5}{6 n^{2}+3 n+1} & =\frac{n^{2}}{n^{2}} \cdot \lim _{n \rightarrow \infty} \frac{\frac{2 n^{2}}{n^{2}}+\frac{5}{n^{2}}}{\frac{6 n^{2}}{n^{2}}+\frac{3 n}{n^{2}}+\frac{1}{n^{2}}}=\lim _{n \rightarrow \infty} 1 \cdot \frac{2+\frac{5}{n^{2}}}{6+\frac{3}{n}+\frac{1}{n^{2}}} \\
& =\frac{2+0}{6+0+0}=\frac{2}{6}=\frac{1}{3} \neq 0
\end{aligned}
$$

Therefore the given series $\sum a_{n}$ is divergent by the Term Test for Divergence.
2. Using partial fraction decomposition, the series can be written as

$$
\sum_{n=1}^{\infty} \frac{4}{(n+1)(n+3)}=\sum_{n=1}^{\infty}\left(\frac{2}{n+1}-\frac{2}{n+3}\right)
$$

The $n^{\text {th }}$ partial sum may be evaluated due to the telescoping terms:

$$
\begin{aligned}
S_{n} & \left.=\left(\frac{2}{2}-\frac{2}{4}\right)+\left(\frac{2}{3}-\frac{21}{\hbar}\right)+\left(\frac{21}{A}-\frac{2}{6}\right)+\left(\frac{2}{\hbar}-\frac{2}{\hbar}\right)+\ldots+\left(\frac{2}{n}\right)-\frac{2}{n+3}\right) \\
& =\frac{2}{2}+\frac{2}{3}-\frac{2}{n+3}=1+\frac{2}{3}-\frac{2}{n+3}=\frac{5}{3}-\frac{2}{n+3}
\end{aligned}
$$

Taking the limit gives

$$
S=\lim _{n \rightarrow \infty} S_{n}=\lim _{n \rightarrow \infty}\left(\frac{5}{3}-\frac{2}{n+3}\right)=\frac{5}{3}-0=\frac{5}{3}
$$

so the given series is convergent with sum $\frac{5}{3}$.
Note that the series $\sum \frac{2}{n+1}$ and $\sum \frac{2}{n+3}$ are both separately divergent since they are, up to a scalar multiplier and a few missing initial terms, both harmonic series. So separating a series into two divergent components does not imply the original series is divergent.
3. Consider the series as a sum of two series:

$$
\sum_{n=2}^{\infty}\left[\left(\frac{3}{4}\right)^{n}+\frac{n}{\ln n}\right]=\sum_{n=2}^{\infty}\left(\frac{3}{4}\right)^{n}+\sum_{n=2}^{\infty} \frac{n}{\ln n}
$$

The first series is geometric with $r=\frac{3}{4}$. Since $|r|<1$ that series converges. However the second series diverges since

$$
\lim _{x \rightarrow \infty} \frac{x}{\ln x}=\lim _{x \rightarrow \infty} \frac{1}{1 / x}=\lim _{x \rightarrow \infty} x=\infty
$$

which implies $\lim _{n \rightarrow \infty} \frac{n}{\ln n}=\infty$ and the second series diverges by the Term Test for Divergence. Since the original series is the sum of a convergent and divergent series, it is divergent.

## Further Questions:

Determine whether each series is convergent or divergent. For convergent series, find the sum.

1. $\sum_{k=1}^{\infty} \frac{3 k}{5 k-1}$
2. $\sum_{k=1}^{\infty} k!$
3. $\sum_{k=1}^{\infty}\left(\frac{1}{3^{k}}-\frac{1}{4^{k}}\right)$
4. $\frac{1}{2}+\frac{2}{3}+\cdots+\frac{n}{n+1}+\cdots$.
5. $\sum_{k=1}^{\infty}\left[\left(\frac{3}{2}\right)^{k}+\left(\frac{2}{3}\right)^{k}\right]$
6. $\sum_{k=0}^{\infty} \frac{6^{k}}{7^{k+1}}$
7. $\sum_{n=3}^{\infty} \ln \left(\frac{2 n}{3 n-7}\right)$

Here the factorial $k!=k \cdot(k-1) \cdots(1)$ for $k \geq 1$ (and $0!$ is defined to be 1$)$.

## Exercise 4-2
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### 4.3 Testing Series with Positive Terms

It is often difficult to find an exact sum of a series. In most cases a simple formula for the partial sum $S_{n}$ cannot be found. It is therefore of interest to develop techniques to test whether a series is convergent or divergent. We start by considering series $\sum a_{k}$ with positive ( $a_{k}>0$ ) terms. Because the terms are positive the sequence of partial sums, $\left\{S_{n}\right\}$, is increasing.

### 4.3.1 The Integral Test

Suppose a series $\sum_{k=1}^{\infty} a_{k}$ has terms $a_{k}=f(k)$ written in terms of a function $f(x)$ that is continuous, positive, and decreasing for $x \geq 1$. The integral $\int_{1}^{n} f(x) d x$ will be smaller than the partial sum $S_{n-1}$,

$$
S_{n-1}=\sum_{k=1}^{n-1} a_{k}=a_{1}+a_{2}+\cdots+a_{n-1}=\left(a_{1}\right)(1)+\left(a_{2}\right)(1)+\cdots+\left(a_{n-1}\right)(1),
$$

since the latter can be considered the total area of rectangles of height $a_{k}$ and width 1 for $k=1$ to $k=n-1$ as shown in the following diagram:


Here we are considering the $a_{k}$ to be the height on the left side of the rectangles. Consider the case that $\int_{1}^{\infty} f(x) d x$ is divergent. Since $f(x)$ is positive, $\int_{1}^{t} f(x) d x$ is an increasing function of $t$ and $\int_{1}^{\infty} f(x) d x=+\infty$. Suppose that increasing sequence $\left\{S_{n}\right\}$ were bounded with upper bound $M$. Then the relationship $\int_{1}^{n} f(x) d x<S_{n-1}$ implies that $\int_{1}^{n} f(x) d x<M$ for any integer $n$ and therefore $\int_{1}^{t} f(x) d x<M$ for any real $t \geq 1$, a contradiction to the divergence of $\int_{1}^{\infty} f(x) d x$. Hence $\left\{S_{n}\right\}$ must be an unbounded monotonic sequence and therefore is divergent. Thus if $\int_{1}^{\infty} f(x) d x$ is divergent then $\sum a_{k}$ is divergent.

Alternatively if we consider rectangles with height being $a_{k}$ on the right (so $k=2$ to $k=n$ ) we have the following diagram:


In this case it follows that the integral $\int_{1}^{n} f(x) d x$ must be greater than:

$$
\left(a_{2}\right)(1)+\left(a_{3}\right)(1)+\cdots+\left(a_{n}\right)(1)=a_{2}+a_{3}+\cdots+a_{n}=S_{n}-a_{1}
$$

Consider the case where $\int_{1}^{\infty} f(x) d x$ is convergent. Let $M$ be the value of the integral. Since $f(x)$ is positive, $\int_{1}^{n} f(x) d x<M$. From $S_{n}-a_{1}<\int_{1}^{n} f(x) d x$ it follows that for any $n, S_{n}<M+a_{1}$ and thus monotonic sequence $\left\{S_{n}\right\}$ is bounded and therefore convergent. Thus if $\int_{1}^{\infty} f(x)$ is convergent, then $\sum a_{k}$ is convergent.
We summarize our result in the following theorem.

## Theorem 4-11: The Integral Test:

Let $f(x)$ be a continuous positive decreasing function for $x \geq 1$ and $\sum_{k=1}^{\infty} a_{k}$ be a series with $a_{k}=f(k)$.

1. If $\int_{1}^{\infty} f(x) d x$ is convergent then $\sum_{k=1}^{\infty} a_{k}$ is also convergent.
2. If $\int_{1}^{\infty} f(x) d x$ is divergent then $\sum_{k=1}^{\infty} a_{k}$ is also divergent.

## Example 4-19

Determine whether the series converges or diverges.

1. $\sum_{n=1}^{\infty} \frac{1}{n^{2}+16}$
2. $\sum_{n=1}^{\infty} \frac{(\ln n)^{2}}{n}$

## Solution:

1. Setting $f(x)=\frac{1}{x^{2}+16}$ we have that $f(x)$ is continuous and positive for $x \geq 1$. Also

$$
f^{\prime}(x)=\frac{-2 x}{\left(x^{2}+16\right)^{2}}<0 \text { for } x>0
$$

shows $f(x)$ is decreasing for $x \geq 1$.

$$
\begin{aligned}
\int_{1}^{\infty} \frac{1}{x^{2}+16} d x & =\lim _{t \rightarrow \infty} \int_{1}^{t} \frac{1}{x^{2}+16} d x=\lim _{t \rightarrow \infty}\left[\left.\frac{1}{4} \tan ^{-1}\left(\frac{x}{4}\right)\right|_{1} ^{t}\right. \\
& =\frac{1}{4} \lim _{t \rightarrow \infty}\left[\tan ^{-1}\left(\frac{t}{4}\right)-\tan ^{-1}\left(\frac{1}{4}\right)\right]=\frac{1}{4}\left[\frac{\pi}{2}-\tan ^{-1}\left(\frac{1}{4}\right)\right]
\end{aligned}
$$

Integral $\int_{1}^{\infty} \frac{1}{x^{2}+16} d x$ is convergent and therefore the series $\sum_{n=1}^{\infty} \frac{1}{n^{2}+16}$ is convergent by the Integral Test.
2. Let $f(x)=\frac{(\ln x)^{2}}{x}$. Then $f(x)$ is continuous and positive for $x \geq 1$. Consider the derivative:

$$
f^{\prime}(x)=\frac{2(\ln x) \frac{1}{x} \cdot x-(\ln x)^{2}(1)}{x^{2}}=\frac{2(\ln x)-(\ln x)^{2}}{x^{2}}=\frac{(\ln x)(2-\ln x)}{x^{2}}
$$

For $x \geq 2$ both $\ln x$ and $x^{2}$ are positive. Solve the inequality for the remaining factor to see where it decreases:

$$
2-\ln x<0 \Longrightarrow 2<\ln x \Longrightarrow e^{2}<e^{\ln x} \Longrightarrow e^{2}<x \Longrightarrow x>e^{2} \approx 7.3891
$$

(Note here we used that $e^{x}$ is an increasing function so that the inequality was preserved under exponentiation.) Thus $f(x)$ is decreasing for $x>e^{2}$. Evaluating the improper integral from $x=8$ onward gives:

$$
\begin{aligned}
\int_{8}^{\infty} \frac{(\ln x)^{2}}{x} d x & =\lim _{t \rightarrow \infty} \int_{8}^{t} \frac{(\ln x)^{2}}{x} d x \quad\left(\leftarrow u=\ln x \text { so } d u=\frac{1}{x} d x\right) \\
& =\lim _{t \rightarrow \infty} \int_{\ln 8}^{\ln t} u^{2} d u=\lim _{t \rightarrow \infty}\left[\left.\frac{1}{3} u^{3}\right|_{\ln 8} ^{\ln t}=\lim _{t \rightarrow \infty}\left[\frac{1}{3}(\ln t)^{3}-\frac{1}{3}(\ln 8)^{3}\right]=\infty\right.
\end{aligned}
$$

Therefore the improper integral is divergent and the series $\sum_{n=8}^{\infty} \frac{(\ln n)^{2}}{n}$ must also diverge by the Integral Test. The original series $\sum_{n=1}^{\infty} \frac{(\ln n)^{2}}{n}$ differs from the latter by a finite sum of seven terms and so it also diverges.
In practice, when applying the Integral Test and, indeed, other series convergence tests in this chapter, we need only apply the test to the infinite tail of the sequence starting at any finite index (like 8 here). The requirements of the theorem have to only be met from that index forward. The convergence (or not) of a series can only depend on the tail of the series as the initial sum of a finite number of terms is necessarily finite and cannot, therefore, impact the convergence properties of the series as a whole.

## Further Questions:

Determine whether each of the following series is convergent or divergent.

1. $\sum_{n=1}^{\infty} n e^{-n^{2}}$
2. $\sum_{k=1}^{\infty} \frac{1}{k}$ (The harmonic series)
3. $\sum_{k=1}^{\infty} \frac{1}{k^{p}}$ (The hyperharmonic or $p$-series)
4. $1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\cdots+\frac{1}{n^{2}}+\cdots$
5. $\sum_{n=1}^{\infty} \frac{5}{\sqrt{n}}$
6. $\sum_{n=1}^{\infty} \frac{\ln n}{n^{2}}$

We summarize our results for the $p$-series from the Further Questions of the last example in the following theorem.
Theorem 4-12: The $\boldsymbol{p}$-series $\sum_{k=1}^{\infty} \frac{1}{k^{p}}$ is convergent for $p>1$ and divergent otherwise.
Notes on the Integral Test:

1. The Integral Test can be relaxed to consider a function $f(x)$ that is continuous positive and decreasing only on $x \geq n$ with the corresponding integral $\int_{n}^{\infty} f(x) d x$. This determines convergence or not of the series $\sum_{k=n}^{\infty} a_{k}$ but this in turn determines convergence of the entire series $\sum_{k=1}^{\infty} a_{k}$ since these two series differ only by a finite number of terms having a finite sum.
2. It follows from the Integral Test that the improper integral and the series either are both convergent or both divergent. This means that determining the convergence or not of a series can be used to determine the convergence properties of the improper integral of a continuous positive decreasing function $f(x)$ if that were desired.

## Estimating the Series Sum

Even if a series is convergent it may be impossible to sum due to the impossibility of finding a closed form for the partial sum $S_{n}$ for which we can take the limit. In that case one may resort to numerically calculating the partial sum $S_{n}$ itself, for "large" $n$ as an approximation for the sum of the series, $S \approx S_{n}$. The error in the approximation is the remainder $R_{n}=S-S_{n}$ which is the sum of the terms that were not included:

$$
\begin{gathered}
S=\sum_{k=1}^{\infty} a_{k}=\underbrace{a_{1}+a_{2}+\cdots+a_{n}}_{S_{n}=\sum_{k=1}^{n} a_{k}}+\underbrace{a_{n+1}+a_{n+2}+\cdots}_{R_{n}=\sum_{k=n+1}^{\infty} a_{k}}=S_{n}+R_{n}
\end{gathered}
$$

For a convergent series $\sum a_{k}$ with $a_{k}=f(k)$ where $f(x)$ is a continuous positive decreasing function one can place bounds on the size of the remainder, thereby estimating the error in the numerical approximation. In our previous discussion we found that the $n^{\text {th }}$ partial sum satisfied

$$
S_{n}-a_{1}<\int_{1}^{n} f(x) d x<S_{n-1}
$$

In the case of convergence these inequalities imply

$$
S-a_{1} \leq \int_{1}^{\infty} f(x) d x \leq S
$$

If we start summing at the $n^{\text {th }}$ term instead of the first this generalizes to

$$
\left(a_{n}+a_{n+1}+a_{n+2}+\cdots\right)-a_{n} \leq \int_{n}^{\infty} f(x) d x \leq a_{n}+a_{n+1}+a_{n+2}+\cdots
$$

from which it follows that

$$
R_{n} \leq \int_{n}^{\infty} f(x) d x \leq R_{n-1}
$$

Thus $\int_{n}^{\infty} f(x) d x$ is an upper bound for the error $R_{n}$. The substitution $n-1 \rightarrow n$ for the inequality on the right implies $\int_{n+1}^{\infty} f(x) d x \leq R_{n}$, thereby providing a lower bound on the remainder (error) as well. We summarize the result in the following theorem:

Theorem 4-13: For convergent series $\sum_{k=1}^{\infty} a_{k}$ with $a_{k}=f(x)$ where $f(x)$ is a continuous positive decreasing function, the remainder $R_{n}=\sum_{k=n+1}^{\infty} a_{k}=S-S_{n}$ satisfies:

$$
\int_{n+1}^{\infty} f(x) d x \leq R_{n} \leq \int_{n}^{\infty} f(x) d x
$$

and therefore

$$
S_{n}+\int_{n+1}^{\infty} f(x) d x \leq S \leq S_{n}+\int_{n}^{\infty} f(x) d x
$$

## Example 4-20

1. Estimate the sum of the series $\sum_{n=1}^{\infty} \frac{1}{n^{2}+16}$ using the third partial sum $S_{3}$.
2. Find bounds on the error (the remainder $R_{3}$ ) that you are making by using that approximation.

## Solution:

1. From Example 4-19 Problem 1 we know that the series is convergent. The sum of the series $S$ is approximately:

$$
S_{3}=\sum_{n=1}^{3} \frac{1}{n^{2}+16}=\frac{1}{(1)^{2}+16}+\frac{1}{(2)^{2}+16}+\frac{1}{(3)^{2}+16}=\frac{1}{17}+\frac{1}{20}+\frac{1}{25}=\frac{253}{1700} \approx 0.1488
$$

2. $S=S_{3}+R_{3}$ where $R_{3}$ satisfies

$$
\int_{3+1}^{\infty} \frac{1}{x^{2}+16} \leq R_{3} \leq \int_{3}^{\infty} \frac{1}{x^{2}+16}
$$

Evaluate the integrals as we did in Example 4-19.

$$
\begin{aligned}
& \int_{4}^{\infty} \frac{1}{x^{2}+16} d x=\ldots=\frac{1}{4}\left[\frac{\pi}{2}-\tan ^{-1}\left(\frac{4}{4}\right)\right]=\frac{1}{4}\left[\frac{\pi}{2}-\frac{\pi}{4}\right]=\frac{\pi}{16} \approx 0.1963 \\
& \int_{3}^{\infty} \frac{1}{x^{2}+16} d x=\ldots=\frac{1}{4}\left[\frac{\pi}{2}-\tan ^{-1}\left(\frac{3}{4}\right)\right] \approx 0.2318
\end{aligned}
$$

Thus $0.1963<R_{3}<0.2318$. Our estimate of 0.1488 is therefore too low by somewhere between 0.1963 and 0.2318. In other words, the actual sum $S$ of the series must lie between $0.1488+0.1963=0.3451$ and $0.1488+0.2318=0.3806$.

## Further Questions:

Leonhard Euler was able to show the sum of the $p$-series with $p=2$ is

$$
\sum_{k=1}^{\infty} \frac{1}{k^{2}}=1+\frac{1}{4}+\frac{1}{9}+\frac{1}{25}+\cdots=\frac{\pi^{2}}{6}=1.644934 \ldots
$$

1. Find $S_{4}$.
2. Find the remainder $R_{4}$.
3. Show $R_{4}$ falls within the bounds of the last theorem.
4. What partial sum $S_{n}$ is required to be in error less than 0.01 ?

### 4.3.2 The Basic Comparison Test

We have seen several examples of series with their associated convergence properties:
geometric: $\sum_{k=1}^{\infty} a r^{k-1}$ is convergent for $|r|<1$, divergent for $|r| \geq 1$
telescoping: $\sum_{k=1}^{\infty} \frac{1}{k(k+1)}$ (for example) is convergent
harmonic: $\sum_{k=1}^{\infty} \frac{1}{k}$ is divergent
$\boldsymbol{p}$-series: $\sum_{k=1}^{\infty} \frac{1}{k^{p}}$ is convergent for $p>1$, divergent for $p \leq 1$

We now develop some series convergence tests that use the known convergence properties of one series to determine that of another. The first test is a discrete analogue to our improper integral test found in Theorem 3-2.

## Theorem 4-14: The Basic Comparison Test:

Let $\sum a_{k}$ and $\sum b_{k}$ be series with positive terms satisfying $a_{k} \leq b_{k}$ for all $k$.

1. If $\sum b_{k}$ is convergent then $\sum a_{k}$ is convergent.
2. If $\sum a_{k}$ is divergent then $\sum b_{k}$ is divergent.

Proof: Let $S_{n}=\sum_{k=1}^{n} a_{k}$ and $T_{n}=\sum_{k=1}^{n} b_{k}$ denote the partial sums of the series $\sum a_{k}$ and $\sum b_{k}$ respectively. Since $a_{k} \leq b_{k}$ it follows that $S_{n} \leq T_{n}$ for any $n$. Furthermore sequences $\left\{S_{n}\right\}$ and $\left\{T_{n}\right\}$ are both increasing (and hence monotonic) since terms $a_{k}$ and $b_{k}$ are positive.
Part 1 of the theorem follows from noting that monotonic sequence $\left\{T_{n}\right\}$ has upper bound $T=\sum_{k=1}^{\infty} b_{k}$ since the series $\sum b_{k}$, and hence the sequence $\left\{T_{k}\right\}$ converges. The sequence $\left\{S_{n}\right\}$ must also then have this upper bound since $S_{n} \leq T_{n} \leq T$. Thus $\left\{S_{n}\right\}$ is a monotonic bounded sequence and hence converges to $S$. Therefore $\sum a_{k}$ is convergent.

Part 2 follows from noting that if $\sum a_{k}$ is divergent then monotonic sequence $\left\{S_{n}\right\}$ is unbounded, which implies it has no upper bound as it is bounded below by 0 . Now $S_{n} \leq T_{n}$ implies that monotonic sequence $\left\{T_{n}\right\}$ has no upper bound and hence does not converge, thereby proving $\sum b_{k}$ is divergent.
Note that the Basic Comparison Test is also known as the Direct Comparison Test.

## Example 4-21

Determine whether the series converges or diverges.

1. $\sum_{n=1}^{\infty} \frac{4^{n}}{5^{n}+n}$
2. $\sum_{n=1}^{\infty} \frac{4^{n}(n+2)^{2}}{n^{2}-3}$

## Solution:

1. The given series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{4^{n}}{5^{n}+n}$ and is therefore a positive series.

Consider $\sum_{n=1}^{\infty} b_{n}$ where $b_{n}=\frac{4^{n}}{5^{n}}=\left(\frac{4}{5}\right)^{n}$. Then

$$
\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty}\left(\frac{4}{5}\right)^{n}=\sum_{n=1}^{\infty}\left(\frac{4}{5}\right)\left(\frac{4}{5}\right)^{n-1}
$$

shows $\sum b_{n}$ is a geometric series with $r=\frac{4}{5}$. Since $|r|<1$ it is a convergent series. We now show that $a_{n} \leq b_{n}$ for $n \geq 1$ :

$$
\begin{aligned}
a_{n} \leq b_{n} & \Longleftrightarrow \frac{4^{n}}{5^{n}+n} \leq \frac{4^{n}}{5^{n}} \\
& \Longleftrightarrow\left(4^{n}\right)\left(5^{n}\right) \leq\left(4^{n}\right)\left(5^{n}+n\right) \\
& \Longleftrightarrow 0 \leq n\left(4^{n}\right) \quad(\text { which is true for } n \geq 1)
\end{aligned}
$$

Therefore, by the Basic Comparison Test, the given positive series $\sum a_{n}$ is convergent because it lies below a convergent series.
2. The given series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{4^{n}(n+2)^{2}}{n^{2}-3}$ and is therefore a positive series for $n \geq 2$. Noting that for large $n$ both the polynomials in the numerator and denominator will be dominated by their quadratic $\left(n^{2}\right)$ term, consider $b_{n}=\frac{4^{n} \cdot n^{2}}{n^{2}}=4^{n}$. Then

$$
\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty} 4^{n}=\sum_{n=1}^{\infty} 4\left(4^{n-1}\right)
$$

shows $\sum b_{n}$ is a geometric series with $a=4$ and $r=4>1$ and therefore is divergent. Now we must show that $a_{n} \geq b_{n}$ for $n \geq 2$ :

$$
\begin{aligned}
a_{n} \geq b_{n} & \Longleftrightarrow \frac{4^{n}(n+2)^{2}}{n^{2}-3} \geq 4^{n} \Longleftrightarrow \frac{(n+2)^{2}}{n^{2}-3} \geq 1 \Longleftrightarrow(n+2)^{2} \geq n^{2}-3 \\
& \Longleftrightarrow n^{2}+4 n+4 \geq n^{2}-3 \Longleftrightarrow 4 n+7 \geq 0 \\
& \Longleftrightarrow n \geq-\frac{7}{4} \text { (which is true for } n \geq 2 \text { ) }
\end{aligned}
$$

Therefore, by the Basic Comparison Test, the given series $\sum a_{n}$ is divergent because it lies above a divergent series that is ultimately positive (for $n \geq 2$ ). Once again one notes that the conditions of the test need only apply for the infinite tail of the given series and one can ignore a finite number of initial terms (here the first term $a_{1}=-18$ ) as these do not affect the convergence of the series.

## Further Questions:

Determine whether the series converges or diverges.

1. $\sum_{k=1}^{\infty} \frac{1}{2+5^{k}}$
2. $\sum_{n=2}^{\infty} \frac{3}{\sqrt{n}-1}$
3. $\sum_{n=1}^{\infty} \frac{1}{n 3^{n}}$

## Remainder Estimate

Note that if one uses convergent series $\sum b_{k}$ to show $\sum a_{k}$ is convergent by the Basic Comparison Test, it follows, since $a_{k} \leq b_{k}$, that the remainder $R_{n}=\sum_{k=n+1}^{\infty} a_{k}$ is less than or equal to the remainder $\tilde{R}_{n}=\sum_{k=n+1}^{\infty} b_{k}$. Hence if we have an estimate for the size of the error $\tilde{R}_{n} \leq \epsilon$ for series $\sum b_{k}$, this implies $R_{n} \leq \epsilon$ for series $\sum a_{k}$.

### 4.3.3 The Limit Comparison Test

Our next test involves taking the limit of the ratio of terms of two series, one of whose convergence properties are presumed known.

## Theorem 4-15: The Limit Comparison Test:

Let $\sum a_{k}$ and $\sum b_{k}$ be series with positive terms.

1. If $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=L>0$ then both series are convergent or both divergent.
2. If $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=0$ and $\sum b_{k}$ is convergent then $\sum a_{k}$ is convergent.
3. If $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=\infty$ and $\sum b_{k}$ is divergent then $\sum a_{k}$ is divergent.

The convergence conclusions of the Limit Comparison Test can be remembered by noting that the limit condition effectively suggests that the tail of the series satisfies $a_{k}=L b_{k}$, in other words the series tail is effectively a multiple of that of the other series by a constant $c=L$. For $c=L \neq 0$ we saw in Theorem 4-10 that the new series has the same convergence properties as the original.
Proof: Consider the case where $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=L>0$. Then there exists $\tilde{M}>0$ and $\tilde{N}>0$ such that

$$
\tilde{M}<\frac{a_{k}}{b_{k}}<\tilde{N} \quad \text { for } k>n
$$

Let $M$ be the minimum of the finite set of numbers $\left\{\left.\frac{a_{k}}{b_{k}} \right\rvert\, k \leq n\right\}$ and the number $\tilde{M}$. Similarly let $N$ be the maximum of the finite set of numbers $\left\{\left.\frac{a_{k}}{b_{k}} \right\rvert\, k \leq n\right\}$ and the number $\tilde{N}$. It follows that for all $k$ :

$$
M<\frac{a_{k}}{b_{k}}<N
$$

Since $b_{k}>0$ we have, for all $k$,

$$
M b_{k}<a_{k}<N b_{k}
$$

If $\sum b_{k}$ converges then $\sum N b_{k}$ converges and $a_{k}<N b_{k}$ implies $\sum a_{k}$ converges by the Basic Comparison Test. Similarly if $\sum b_{k}$ diverges then $\sum M b_{k}$ diverges and $M b_{k}<a_{k}$ implies $\sum a_{k}$ diverges by the Basic Comparison Test.
In the case $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=0$ we can only argue that $a_{k} / b_{k}<N$ and so only $\sum b_{k}$ convergent implies $\sum a_{k}$ convergent. In the case $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=\infty$ we can only argue that $M<a_{k} / b_{k}$ and so only $\sum b_{k}$ divergent implies $\sum a_{k}$ divergent.

## Example 4-22

Determine whether the following series are convergent or divergent.

1. $\sum_{n=1}^{\infty} \frac{4^{n}}{5^{n}-6 n}$
2. $\sum_{n=1}^{\infty} \frac{n^{2}+2 \ln n}{n^{4}+3 n^{2}+5}$

## Solution:

1. The given series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{4^{n}}{5^{n}-6 n}$. This is a positive series for $n \geq 2$ since the denominator becomes positive at $n=2$ (equal to 13 ) and only increases (so remains positive) after that since $\frac{d}{d x}\left(5^{x}-6 x\right)=5^{x} \ln 5-6>0$ when $x \geq 2$. Since convergence of a series depends only on its infinite tail we can identify a suitable comparison series by looking at the large $n$ properties of $a_{n}$. We note that the denominator is dominated by the exponential $5^{n}$ which suggests considering $\sum_{n=1}^{\infty} b_{n}$ where $b_{n}=\frac{4^{n}}{5^{n}}=\left(\frac{4}{5}\right)^{n}$. Then

$$
\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty}\left(\frac{4}{5}\right)^{n}=\sum_{n=1}^{\infty} \frac{4}{5}\left(\frac{4}{5}\right)^{n-1}
$$

is a geometric series with $a=\frac{4}{5}$ and $|r|=\left|\frac{4}{5}\right|=\frac{4}{5}<1$ and therefore convergent.

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} & =\lim _{n \rightarrow \infty} \frac{\frac{4^{n}}{5^{n}-6 n}}{\frac{4^{n}}{5^{n}}}=\lim _{n \rightarrow \infty} \frac{4^{n}}{5^{n}-6 n} \cdot \frac{5^{n}}{4^{n}}=\lim _{n \rightarrow \infty} \frac{5^{n}}{5^{n}-6 n} \\
& =\lim _{n \rightarrow \infty} \frac{5^{n}}{5^{n}} \cdot \frac{5^{n}}{5^{n}} \\
\frac{5^{n}}{5^{n}}-\frac{6 n}{5^{n}} & =\lim _{n \rightarrow \infty} \frac{1}{1-\frac{6 n}{5^{n}}}=\lim _{n \rightarrow \infty} \frac{1}{1-0}=1
\end{aligned}
$$

Here we used L'Hôpital's Rule in evaluating the last step of the limit:

$$
\lim _{x \rightarrow \infty} \frac{6 x}{5^{x}} \underset{\text { LLH) }}{=} \lim _{x \rightarrow \infty} \frac{6}{5^{x} \ln 5}=\frac{6}{\infty}=0
$$

The latter limit shows that $5^{n}$ dominates $6 n$ as claimed above and indicates why we factored out that term (and not $6 n$ ) when evaluating our original limit. Therefore, since $\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=1>0$, by the Limit Comparison Test, the given series $\sum a_{n}$ is also convergent.
As an aside, note that this series is very similar to Problem 1 in Example 4-21. However attempting to use the Basic Comparison Test in the current example using the same comparison series $\sum b_{n}$ will fail to be conclusive since here, as the reader may confirm, $a_{n}>b_{n}$ for $n \geq 2$. In general the Limit Comparison Test will often work to establish convergence of a series where the Basic Comparison Test will not.
2. The given series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{n^{2}+2 \ln n}{n^{4}+3 n^{2}+5}$ and therefore positive. Consideration of the limiting behaviour of the terms at large $n$ suggests a comparison with the series $\sum b_{n}$ where $b_{n}=\frac{n^{2}}{n^{4}}$. Then

$$
\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty} \frac{n^{2}}{n^{4}}=\sum_{n=1}^{\infty} \frac{1}{n^{2}}
$$

is a $p$-series with $p=2>1$ and therefore convergent. Taking the limit of the ratio of terms gives:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} & =\lim _{n \rightarrow \infty} \frac{\frac{n^{2}+2 \ln n}{n^{4}+3 n^{2}+5}}{\frac{1}{n^{2}}}=\lim _{n \rightarrow \infty} \frac{\left(n^{2}+2 \ln n\right) n^{2}}{n^{4}+3 n^{2}+5}=\lim _{n \rightarrow \infty} \frac{n^{4}+2 n^{2} \ln n}{n^{4}+3 n^{2}+5} \\
& =\lim _{n \rightarrow \infty} \frac{n^{4}}{n^{4}} \cdot \frac{\frac{n^{4}}{n^{4}}+\frac{2 n^{2} \ln n}{n^{4}}}{\frac{n^{4}}{n^{4}}+\frac{3 n^{2}}{n^{4}}+\frac{5}{n^{4}}}=\lim _{n \rightarrow \infty} \frac{1+\frac{2 \ln n}{n^{2}}}{1+\frac{3}{n^{2}}+\frac{5}{n^{4}}}=\frac{1+\lim _{n \rightarrow \infty} \frac{2 \ln n}{n^{2}}}{1+0+0} \\
& =1+\lim _{n \rightarrow \infty} \frac{2 \ln n}{n^{2}}=1
\end{aligned}
$$

Here we evaluated the limit at the last step using L'Hôpital's Rule on the corresponding continuous function $f(x)=\frac{2 \ln x}{x^{2}}$ :

$$
\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} \frac{2 \ln x}{x^{2}}=\lim _{x \rightarrow \infty} \frac{2 \cdot \frac{1}{x}}{2 x}=\lim _{x \rightarrow \infty} \frac{1}{x^{2}}=0
$$

This limit confirms that the power function dominates the logarithm at large $n$ as claimed above and why it is the power, and not the logarithm, which we factor out of the above limit.
Therefore $\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=1>0$ and the given series $\sum a_{n}$ is also convergent by the Limit Comparison Test.
As a final note, the Limit Comparison Test is seen to be superior to the Basic Comparison Test here again as the presence of the logarithm and fourth order polynomial in $a_{n}$ would make evaluation of the required inequality in the latter test difficult.

## Further Questions:

Determine whether the following series are convergent or divergent.

1. $\sum_{k=1}^{\infty} \frac{1}{\sqrt[3]{k^{2}+1}}$
2. $\sum_{n=1}^{\infty} \frac{3 n^{2}+5 n}{2^{n}\left(n^{2}+1\right)}$
3. $\sum_{k=1}^{\infty} \frac{1+2^{k}}{1+3^{k}}$
4. $\sum_{n=1}^{\infty} \frac{1}{n^{2} \ln n}$

Note that since convergence is entirely determined by the infinite tail of a series, we can relax the Basic and Limit Comparison Tests to require that they only have positive terms for $k>n$ for some fixed $n$ and, in the case of the Basic Comparison Test, that additionally $a_{k} \leq b_{k}$ for $k>n$.
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## Exercise 4-3

1-10: Determine whether the infinite series is convergent or divergent.

1. $\sum_{n=1}^{\infty} \frac{\ln (n+1)}{n+1}$
2. $\sum_{n=1}^{\infty} \frac{5}{2+3 n^{2}}$
3. $\sum_{n=1}^{\infty} \frac{1}{n \sqrt[5]{\ln n}}$
4. $\sum_{n=1}^{\infty} \frac{2 n^{2}+5 n}{5 n^{3}+3}$
5. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{9 n^{4}+5 n}}$
6. $\sum_{n=1}^{\infty} \frac{\ln n}{n^{6}}$
7. $\sum_{n=1}^{\infty} \frac{2+4^{n}}{3+5^{n}}$
8. $\sum_{n=1}^{\infty} \frac{1}{\sqrt[4]{2 n^{3}+5}}$
9. $\sum_{n=1}^{\infty} \frac{5+\cos 2 n}{n^{3}}$
10. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n(n+5)}}$

### 4.4 The Alternating Series Test

We now consider series where all the terms are not positive. An alternating series is a special case of such a series.

Definition: An alternating series is a series of either of the forms

$$
\begin{aligned}
& a_{1}-a_{2}+a_{3}-\cdots+(-1)^{k-1} a_{k}+\cdots=\sum_{k=1}^{\infty}(-1)^{k-1} a_{k} \\
& -a_{1}+a_{2}-a_{3}+\cdots+(-1)^{k} a_{k}+\cdots=\sum_{k=1}^{\infty}(-1)^{k} a_{k}
\end{aligned}
$$

where $a_{k}$ is positive for all $k$.

## Theorem 4-16: The Alternating Series Test:

If an alternating series of the form $\sum_{k=1}^{\infty}(-1)^{k-1} a_{k}$ or $\sum_{k=1}^{\infty}(-1)^{k} a_{k}$ with $a_{k}>0$ satisfies

1. $a_{k+1} \leq a_{k}$ for all $k$,
2. $\lim _{k \rightarrow \infty} a_{k}=0$,
then the alternating series is convergent.
Note that $a_{k+1} \leq a_{k}$ is equivalent to $a_{k+1}-a_{k} \leq 0$ and $\frac{a_{k+1}}{a_{k}} \leq 1$.
Proof: Suppose we have an alternating series of the form $\sum_{k=1}^{\infty}(-1)^{k-1} a_{k}$. Consider the even partial sums $S_{2}, S_{4}, \ldots$, where, in general the $(2 n)^{\text {th }}$ partial sum is $S_{2 n}$ for $n$ a positive integer given by:

$$
S_{2 n}=a_{1}-a_{2}+a_{3}-a_{4}+a_{5}-a_{6} \cdots+a_{2 n-1}-a_{2 n}
$$

Then grouping the terms in pairs one has

$$
S_{2 n}=\left(a_{1}-a_{2}\right)+\left(a_{3}-a_{4}\right)+\left(a_{5}-a_{6}\right) \cdots+\left(a_{2 n-1}-a_{2 n}\right),
$$

where each term in parentheses is nonnegative since $a_{k} \geq a_{k+1}$. This implies $\left\{S_{2 n}\right\}$ is a nondecreasing sequence $\left(S_{2} \leq S_{4} \leq S_{6} \leq \ldots \leq S_{2 n} \leq \ldots\right)$. The terms of the even partial sum $S_{2 n}$ may be regrouped as

$$
S_{2 n}=a_{1}-\left(a_{2}-a_{3}\right)-\left(a_{4}-a_{5}\right)-\cdots-\left(a_{2 n-2}-a_{2 n-1}\right)-a_{2 n}
$$

where, once again, the terms in parentheses are positive. This shows $S_{2 n}<a_{1}$ for all $n$. The monotonic sequence of even partial sums $\left\{S_{n}\right\}$ is bounded and hence has limit $S$.

The odd partial sums are $S_{2 n+1}$ for $n$ a positive integer and may be written

$$
S_{2 n+1}=S_{2 n}+a_{2 n+1}
$$

Taking the limit of the odd partial sum sequence $\left\{S_{2 n+1}\right\}$ gives

$$
\lim _{n \rightarrow \infty} S_{2 n+1}=\lim _{n \rightarrow \infty}\left(S_{2 n}+a_{2 n+1}\right)=\lim _{n \rightarrow \infty} S_{2 n}+\lim _{n \rightarrow \infty} a_{2 n+1}=S+0=S
$$

Since both even and odd partial sum sequences approach the same limit $S$, the sequence $\left\{S_{n}\right\}$ approaches $S$ as well and alternating sequence $\sum_{k=1}^{\infty}(-1)^{k-1} a_{k}$ is convergent. Since alternating sequence $\sum_{k=1}^{\infty}(-1)^{k} a_{k}=(-1) \sum_{k=1}^{\infty}(-1)^{k-1} a_{k}$ this completes the proof for the other possible case.

## Example 4-23

The alternating harmonic series

$$
\sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k}=1-\frac{1}{2}+\frac{1}{3}-\cdots
$$

is convergent since $a_{k}=\frac{1}{k}$ satisfies $a_{k+1}=\frac{1}{k+1} \leq \frac{1}{k}=a_{k}$ and $\lim _{k \rightarrow \infty} a_{k}=\lim _{k \rightarrow \infty} \frac{1}{k}=0$.

## Example 4-24

Determine whether the following alternating series converge or diverge.

1. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{n^{2}+2}{n^{4}+1}$
2. $\sum_{n=2}^{\infty}(-1)^{n} \frac{n}{\ln n}$

## Solution:

1. The given series is $\sum_{n=1}^{\infty} c_{n}=\sum_{n=1}^{\infty}(-1)^{n-1} a_{n}$ where $c_{n}=(-1)^{n-1} a_{n}$ and $a_{n}=\frac{n^{2}+2}{n^{4}+1}>0$. The series is therefore an alternating series. Consider $f(x)=\frac{x^{2}+2}{x^{4}+1}$. Then

$$
f^{\prime}(x)=\frac{2 x\left(x^{4}+1\right)-\left(x^{2}+2\right)\left(4 x^{3}\right)}{\left(x^{4}+1\right)^{2}}=\frac{2 x^{5}+2 x-4 x^{5}-8 x^{3}}{\left(x^{4}+1\right)^{2}}=\frac{-2 x^{5}-8 x^{3}+2 x}{\left(x^{4}+1\right)^{2}}
$$

implies $f^{\prime}(x)<0$ for $x \geq 1$ and hence $f(x)$ decreases there. This implies $f(n+1) \leq f(n)$ for $n \geq 1$ and hence $a_{n+1} \leq a_{n}$. Next consider the limit

$$
\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} \frac{x^{2}+2}{x^{4}+1} \underset{\text { LH }}{=} \lim _{x \rightarrow \infty} \frac{2 x}{4 x^{3}}=\lim _{x \rightarrow \infty} \frac{1}{2 x^{2}}=0
$$

where we used L'Hôpital's Rule on the $\frac{\infty}{\infty}$ indeterminate form. Thus $\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} f(n)=0$. Since both conditions are met, the series $\sum c_{n}$ is convergent by the Alternating Series Test.
2. The given series is $\sum_{n=2}^{\infty} c_{n}=\sum_{n=2}^{\infty}(-1)^{n} a_{n}$ where $c_{n}=(-1)^{n} a_{n}$ and $a_{n}=\frac{n}{\ln n}>0$. The series is therefore an alternating series. Consider $f(x)=\frac{x}{\ln x}$. Then

$$
\lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} \frac{x}{\ln x}=\lim _{x \rightarrow \infty} \frac{1}{\frac{1}{x}}=\lim _{x \rightarrow \infty} x=\infty
$$

where we used L'Hôpital's Rule on the $\frac{\infty}{\infty}$ indeterminate form. Thus $\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} f(n)=\infty$. Since $\lim _{n \rightarrow \infty} a_{n}=\infty \neq 0$ we cannot draw any conclusions about the convergence or divergence of the given series using the Alternating Series Test. However since $a_{n}=\left|c_{n}\right|$ we can conclude by Theorem 4-2 that $\lim _{n \rightarrow \infty} c_{n} \neq 0$ or does not exist. Therefore, the given series $\sum c_{n}$ is divergent by the Term Test for Divergence.
As this example illustrates, in practice it makes sense, when applying the Alternating Series Test to series $\sum c_{n}$, to first determine whether the requirement that the limit of $a_{n}=\left|c_{n}\right|$
goes to zero holds. If it does not, then, as shown in this example, the series must diverge by the Term Test for Divergence. If the limit does go to zero, proceed to determine whether the other condition, that $a_{n}$ decreases, is met or not. If it is met, then the series converges by the Alternating Series Test. If it is not met, then that test is inconclusive.

## Further Questions:

Determine whether the following alternating series converge or diverge.

1. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{2 n}{4 n^{2}-3}$
2. $\sum_{k=1}^{\infty}(-1)^{k} \frac{2 k}{4 k-3}$
3. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{\ln n}{n}$
4. $\sum_{k=1}^{\infty} \cos (k \pi) \frac{3 k^{2}+2}{2 k^{2}+1}$

## Remainder Estimate

An estimate of the error made when approximating the sum $S$ of an alternating series with the $n^{\text {th }}$ partial sum $S_{n}$ is given by the following theorem.

Theorem 4-17: For an alternating series with terms of absolute value $a_{k}>0$ the remainder $R_{n}=S-S_{n}$ satisfies $\left|R_{n}\right|<a_{n+1}$.

## Exercise 4-4
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1-10: Determine whether the infinite series is convergent or divergent.

1. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n+1}{n^{2}+5}$
2. $\sum_{n=1}^{\infty}(-1)^{n} \ln \left(1+\frac{1}{n}\right)$
3. $\sum_{n=1}^{\infty}(-1)^{n-1} \ln \left(\frac{5 n^{2}+2}{4 n^{2}+3}\right)$
4. $\sum_{n=1}^{\infty}(-1)^{n} \frac{e^{2 n}}{n^{2}}$
5. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{n+5}{4^{n}}$
6. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{3 n+2}{\sqrt{n}+1}$
7. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{\sqrt{3 n+10}}{5 n+7}$
8. $\sum_{n=1}^{\infty} \frac{(-3)^{n}}{n^{3}}$
9. $\sum_{n=1}^{\infty}(-1)^{n} \frac{1}{(\ln n)^{2}}$
10. $\sum_{n=1}^{\infty} \frac{\cos (n \pi)}{n}$

### 4.5 Tests of Absolute Convergence

For series $\sum a_{k}$ whose terms have mixed sign, one can consider the convergence properties of the series $\sum\left|a_{k}\right|$ with nonnegative terms generated by taking the absolute value of the terms of the original series.

### 4.5.1 Absolute Convergence

Definition: A series $\sum a_{k}$ is absolutely convergent if the series $\sum\left|a_{k}\right|$ is convergent.

A series may be convergent that is not absolutely convergent, prompting the following definition.
Definition: A series $\sum a_{k}$ that is convergent but not absolutely convergent is called conditionally convergent .

## Example 4-25

The alternating harmonic series $1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots$ is conditionally convergent because it converges but the harmonic series, which is the series of the absolute values of its terms, does not.

The following theorem shows a convergent series can only be absolutely or conditionally convergent.
Theorem 4-18: If a series $\sum a_{k}$ is absolutely convergent then it is convergent.
The theorem also shows that convergence of some series $\sum a_{k}$ may be determined by considering convergence of $\sum\left|a_{k}\right|$.

We remind the reader of some properties of absolute value that will be frequently encountered:

$$
|x y|=|x||y| \quad\left|\frac{x}{y}\right|=\frac{|x|}{|y|} \quad|x+y| \leq|x|+|y|
$$

and for $a>0$ :

$$
\begin{aligned}
& |x|<a \Longleftrightarrow-a<x<a \\
& |x|=a \Longleftrightarrow x= \pm a \\
& |x|>a \Longleftrightarrow x<-a \text { or } x>a \\
& |x|=0 \Longleftrightarrow x=0
\end{aligned}
$$

## Example 4-26

Determine whether the following series are absolutely convergent or conditionally convergent.

1. $\sum_{n=1}^{\infty}(-1)^{n} e^{-n}$
2. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{\sqrt{n}}{n+1}$

## Solution:

1. Consider the series of absolute values of the given series $\sum_{n=1}^{\infty}(-1)^{n} e^{-n}$, that is

$$
\sum_{n=1}^{\infty}\left|(-1)^{n} e^{-n}\right|=\sum_{n=1}^{\infty} e^{-n}=\sum_{n=1}^{\infty}\left(\frac{1}{e}\right)^{n}=\sum_{n=1}^{\infty} \frac{1}{e}\left(\frac{1}{e}\right)^{n-1}
$$

This is a geometric series with $a=\frac{1}{e}$ and $|r|=\left|\frac{1}{e}\right|=\frac{1}{e}<1$ and therefore convergent. Thus the given series is absolutely convergent and therefore also convergent.
2. The given series is $\sum_{n=1}^{\infty} c_{n}$ where $c_{n}=(-1)^{n-1} \frac{\sqrt{n}}{n+1}$. Consider the series of absolute values $\sum a_{n}$ where $a_{n}=\left|c_{n}\right|=\frac{\sqrt{n}}{n+1}$. Consideration of the large- $n$ behaviour of $a_{n}$ suggests a comparison with series $\sum b_{n}$ where

$$
b_{n}=\frac{\sqrt{n}}{n}=\frac{1}{\sqrt{n}}
$$

Then $\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty} \frac{1}{\sqrt{n}}$ is a $p$-series with $p=\frac{1}{2}<1$ and therefore divergent. Taking the limit

$$
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}=\lim _{n \rightarrow \infty} \frac{\frac{\sqrt{n}}{n+1}}{\frac{1}{\sqrt{n}}}=\lim _{n \rightarrow \infty} \frac{n}{n+1}=\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{n}{n}}{\frac{n}{n}+\frac{1}{n}}=\lim _{n \rightarrow \infty} \frac{1}{1+\frac{1}{n}}=\frac{1}{1+0}=1>0
$$

shows the series of absolute values, $\sum_{n=1}^{\infty} a_{n}$, is also divergent by the Limit Comparison Test.
Returning to the original series we see that it is $\sum_{n=1}^{\infty} c_{n}=\sum_{n=1}^{\infty}(-1)^{n-1} a_{n}$ with $a_{n}=\frac{\sqrt{n}}{n+1}$ and so is an alternating series. Then

$$
\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} \frac{\sqrt{n}}{n+1}=\lim _{n \rightarrow \infty} \frac{\sqrt{n}}{n} \cdot \frac{1}{1+\frac{1}{n}}=\frac{1}{\sqrt{n}} \cdot \frac{1}{1+\frac{1}{n}}=0 \cdot \frac{1}{1+0}=0
$$

Also for $n \geq 1$ one has

$$
\begin{aligned}
a_{n+1} \leq a_{n} & \Longleftrightarrow \frac{\sqrt{n+1}}{n+2} \leq \frac{\sqrt{n}}{n+1} \\
& \Longleftrightarrow(n+1)^{\frac{3}{2}} \leq \sqrt{n}(n+2) \quad(\Leftarrow \text { Cross-multiplying by positive terms) } \\
& \Longleftrightarrow(n+1)^{3} \leq n(n+2)^{2} \quad(\Leftarrow \text { Squaring of positive sides preserves inequality }) \\
& \Longleftrightarrow n^{3}+3 n^{2}+3 n+1 \leq n^{3}+4 n^{2}+4 n \\
& \Longleftrightarrow-n^{2}-n+1 \leq 0(\text { which is true for all } n \geq 1)
\end{aligned}
$$

Therefore, the given series $\sum c_{n}$ is convergent by the Alternating Series Test. Since the series of its absolute values $\sum\left|c_{n}\right|=\sum a_{n}$ is divergent, the convergence of $\sum c_{n}$ is conditional.

## Further Questions:

Determine whether the following series are absolutely convergent or conditionally convergent.

1. $\sum_{k=1}^{\infty}(-1)^{k-1} \frac{1}{k^{2}}$
2. $\sum_{n=1}^{\infty} \frac{\sin n}{n^{2}}$
3. $\sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{\sqrt{k}}$

### 4.5.2 The Ratio Test

The following convergence test considers the limit of the ratio of terms within a series.

## Theorem 4-19: The Ratio Test:

Suppose the ratio of consecutive terms of series $\sum_{k=1}^{\infty} a_{k}$ has limit

$$
\lim _{k \rightarrow \infty}\left|\frac{a_{k+1}}{a_{k}}\right|=L
$$

then

1. If $L<1$ the series $\sum a_{k}$ is absolutely convergent (and hence convergent).

2 . If $L=1$ the test is inconclusive.
3. If $L>1$ the series $\sum a_{k}$ is divergent.

If $\lim _{k \rightarrow \infty}\left|\frac{a_{k+1}}{a_{k}}\right|=\infty$ then $\sum a_{k}$ is also divergent.
Note that if the Ratio Test is inconclusive $(L=1)$ this means that $\sum a_{k}$ is potentially absolutely convergent, conditionally convergent, or divergent.

The convergence conclusions of the Ratio Test can be remembered by noting that the limit condition effectively suggests that the tail of the series satisfies $a_{k+1}=L a_{k}$, in other words it behaves like a geometric series with $r=L$. From this it follows $r=L<1$ should converge and $r=L>1$ should diverge.

## Example 4-27

Determine whether the following series are absolutely convergent, conditionally convergent or divergent.

1. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{5^{n}}{n!(n+4)}$
2. $\sum_{n=1}^{\infty}(-1)^{n} \frac{2^{n}}{n^{4}}$
3. $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n+1}}$

## Solution:

1. The series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=(-1)^{n-1} \frac{5^{n}}{n!(n+4)}$. The presence of the factorial suggests trying the Ratio Test:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n} \cdot 5^{n+1}}{(n+1)!(n+5)}}{\frac{(-1)^{n-1} 5^{n}}{n!(n+4)}}\right|=\lim _{n \rightarrow \infty} \frac{5^{n+1}}{(n+1)!(n+5)} \cdot \frac{n!(n+4)}{5^{n}} \\
& =\lim _{n \rightarrow \infty} \frac{5^{n} \cdot 5}{(n+1) n!(n+5)} \cdot \frac{n!(n+4)}{5^{n}}(\Leftarrow(n+1)!=(n+1)(n) \cdots(1)=(n+1) n!) \\
& =\lim _{n \rightarrow \infty} \frac{5(n+4)}{(n+1)(n+5)}=\lim _{n \rightarrow \infty} \frac{5 n+20}{n^{2}+6 n+5}=\lim _{n \rightarrow \infty} \frac{n}{n^{2}} \cdot \frac{\frac{5 n}{n}+\frac{20}{n}}{\frac{n^{2}}{n^{2}}+\frac{6 n}{n^{2}}+\frac{5}{n^{2}}} \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \cdot \frac{5+\frac{20}{n}}{1+\frac{6}{n}+\frac{5}{n^{2}}}=0 \cdot \frac{5+0}{1+0+0}=0<1
\end{aligned}
$$

Therefore the given series is absolutely convergent by the Ratio Test.
2. The series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=(-1)^{n} \frac{2^{n}}{n^{4}}$. Applying the Ratio Test gives:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{(-1)^{n+1} \frac{2^{n+1}}{(n+1)^{4}}}{(-1)^{n} \frac{2^{n}}{n^{4}}}\right|=\lim _{n \rightarrow \infty} \frac{2^{n+1}}{(n+1)^{4}} \cdot \frac{n^{4}}{2^{n}}=\lim _{n \rightarrow \infty} \frac{2 n^{4}}{(n+1)^{4}} \\
& =2 \lim _{n \rightarrow \infty}\left(\frac{n}{n+1}\right)^{4}=2\left(\lim _{n \rightarrow \infty} \frac{n}{n+1}\right)^{4}=2\left(\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{n}{n}}{\frac{n}{n}+\frac{1}{n}}\right)^{4} \\
& =2\left(\lim _{n \rightarrow \infty} \frac{1}{1+\frac{1}{n}}\right)^{4}=2\left(\frac{1}{1+0}\right)^{4}=2>1
\end{aligned}
$$

Therefore the given series is divergent by the Ratio Test.
3. The series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{1}{\sqrt{n+1}}$.

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\frac{1}{\sqrt{n+2}} \cdot \frac{\sqrt{n+1}}{1}=\lim _{n \rightarrow \infty} \sqrt{\frac{n+1}{n+2}}=\sqrt{\lim _{n \rightarrow \infty} \frac{n+1}{n+2}} \\
& =\sqrt{\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{1+\frac{1}{n}}{1+\frac{2}{n}}}=\sqrt{\frac{1+0}{1+0}}=1
\end{aligned}
$$

Therefore the Ratio Test is inconclusive and a different test is required. Since $a_{n}=\frac{1}{\sqrt{n}} \cdot \frac{1}{\sqrt{1+\frac{1}{n}}}$ shows that $a_{n} \approx b_{n}=\frac{1}{\sqrt{n}}$ for large $n$, using the Limit Comparison Test with the divergent ( $p=1 / 2$ ) $p$-series $\sum b_{n}$ will show $\sum a_{n}$ is also divergent. Quite generally the Ratio Test (and also the Root Test introduced below) will always fail to be conclusive for any series that behaves like a $p$-series at large $n$.

## Further Questions:

Determine whether the following series are absolutely convergent, conditionally convergent, or divergent.

1. $\sum_{k=1}^{\infty}(-1)^{k} \frac{3^{k}}{k!}$
2. $\sum_{n=1}^{\infty} \frac{4^{n}}{n^{2}}$
3. $\sum_{k=1}^{\infty} e^{-k} k$ !
4. $\sum_{n=1}^{\infty} \frac{2^{n}}{2 n^{2}+1}$

### 4.5.3 The Root Test

The next convergence test considers the limit of the $k^{\text {th }}$ root of $\left|a_{k}\right|$.
Theorem 4-20: The Root Test:
Suppose the terms of series $\sum_{k=1}^{\infty} a_{k}$ satisfy

$$
\lim _{k \rightarrow \infty} \sqrt[k]{\left|a_{k}\right|}=L
$$

then

1. If $L<1$ the series $\sum a_{k}$ is absolutely convergent (and hence convergent).
2. If $L=1$ the test is inconclusive.
3. If $L>1$ the series $\sum a_{k}$ is divergent.

If $\lim _{k \rightarrow \infty} \sqrt[k]{\left|a_{k}\right|}=\infty$ then $\sum a_{k}$ is also divergent.
The convergence conclusions of The Root Test can be remembered by noting that the limit condition effectively suggests that the tail of the series behaves like $a_{k}=L^{k}$, in other words like a geometric series with $r=L$. From this it follows that $r=L<1$ should converge and $r=L>1$ should diverge.

## Example 4-28

Determine the convergence or divergence of the following series.

1. $\sum_{n=1}^{\infty}\left(\frac{n+1}{2 n+3}\right)^{n}$
2. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{(n+1)^{n}}{e^{2 n}}$

## Solution:

1. The given series is $\sum_{n=1}^{\infty} a_{n}$ with $a_{n}=\left(\frac{n+1}{2 n+3}\right)^{n}$. The presence of the power $n$ in the term suggests trying the Root Test:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sqrt[n]{\left|a_{n}\right|} & =\lim _{n \rightarrow \infty} \sqrt[n]{\left|\left(\frac{n+1}{2 n+3}\right)^{n}\right|}=\lim _{n \rightarrow \infty} \frac{n+1}{2 n+3} \\
& =\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{n}{n}+\frac{1}{n}}{\frac{2 n}{n}+\frac{3}{n}}=\lim _{n \rightarrow \infty} \frac{1+\frac{1}{n}}{2+\frac{3}{n}}=\frac{1+0}{2+0}=\frac{1}{2}<1
\end{aligned}
$$

Therefore the given series is absolutely convergent by the Root Test.
2. The given series is $\sum_{n=1}^{\infty} a_{n}$ with $a_{n}=(-1)^{n+1} \frac{(n+1)^{n}}{e^{2 n}}$. Applying the Root Test gives:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sqrt[n]{\left|a_{n}\right|} & =\lim _{n \rightarrow \infty} \sqrt[n]{\left|(-1)^{n+1} \frac{(n+1)^{n}}{e^{2 n}}\right|}=\lim _{n \rightarrow \infty} \sqrt[n]{\frac{(n+1)^{n}}{e^{2 n}}}=\lim _{n \rightarrow \infty}\left(\frac{(n+1)^{n}}{e^{2 n}}\right)^{\frac{1}{n}} \\
& =\lim _{n \rightarrow \infty} \frac{(n+1)^{\frac{n}{n}}}{e^{\frac{2 n}{n}}}=\lim _{n \rightarrow \infty} \frac{n+1}{e^{2}}=\infty
\end{aligned}
$$

Therefore the given series is divergent by the Root Test.

## Further Questions:

Determine the convergence or divergence of the following series.

1. $\sum_{k=1}^{\infty} \frac{2^{3 k+1}}{k^{k}}$
2. $\sum_{n=2}^{\infty} \frac{(-1)^{n}}{(\ln n)^{n}}$

### 4.5.4 Rearrangement of Series

For a finite summation of terms the order in which we add the numbers does not matter, i.e. $1+4+2=$ $4+1+2$, or, in symbols $a_{1}+a_{2}+a_{3}=a_{2}+a_{1}+a_{3}$. The second summation is a rearrangement of the first. To make the idea precise we note that the indices on the second summation, $(2,1,3)$ are a permutation of those on the first $(1,2,3)$. A permutation on the infinite set of positive indices $(1,2,3, \ldots)$ of a series can similarly be defined thereby making the intuitive definition of a rearrangement of a series precise.

If a series is absolutely convergent then we get the same sum regardless of the order in which the terms are added (as expected), as summarized in the following theorem.

Theorem 4-21: Any rearrangment of absolutely convergent series $\sum a_{k}$ has the same sum as the original series.

However for a series that is only conditionally convergent the order in which we add the terms does matter. Indeed we get the following remarkable result:
Theorem 4-22: Riemann Rearrangement Theorem: Let $\sum a_{k}$ be a conditionally convergent series with sum $S$. Then for any real number $R$ there exists a rearrangement of series $\sum a_{k}$ having sum $R$. Additionally there exist rearrangements of series $\sum a_{k}$ which diverge to $+\infty,-\infty$, and which fail to approach any limit, finite or infinite.

## Example 4-29

By the latter theorem it follows that the (conditionally convergent) alternating harmonic series can be rearranged to sum to any number or to diverge.

## Exercise 4-5

1-6: Determine whether the infinite series is convergent or divergent.

1. $\sum_{n=1}^{\infty} \frac{(n+1)!}{e^{2 n}}$
2. $\sum_{n=1}^{\infty}(-1)^{n} \frac{2 n+25}{3^{n}}$
3. $\sum_{n=1}^{\infty} \frac{5^{n+1}}{n^{n}}$
4. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{n 2^{3 n}}{7^{n-1}}$
5. $\sum_{n=1}^{\infty} \frac{(3 n)^{n}}{\left(4 n+\frac{5}{n}\right)^{n}}$
6. $\sum_{n=1}^{\infty} \frac{(\ln n)^{n}}{n^{n}}$

7-12: Determine whether the infinite series is absolutely convergent, conditionally convergent, convergent or divergent.
7. $\sum_{n=1}^{\infty} \frac{20-n}{n!}$
8. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{5^{n}}{n 10^{n}}$
9. $\sum_{n=1}^{\infty}(-1)^{n}\left(\frac{3 n^{2}+2}{2 n^{4}+5}\right)^{n}$
10. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{\left(n^{2}+3\right)^{n} e^{n}}{(n+2)^{n}}$
11. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{n!}{(3 n-4)!}$
12. $\sum_{n=1}^{\infty}(-1)^{n} \frac{5^{n}}{n!}$
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### 4.6 Procedure for Testing Series

We have seen several methods for testing for the convergence and divergence of series. The form of the series should suggest the type of test to be used. The following steps will be helpful for determining convergence and divergence of series.

1. Recognize known series with associated convergence and divergence properties:
geometric series: $\sum_{k=1}^{\infty} a r^{k-1}=\sum_{k=0}^{\infty} a r^{k}$ is convergent for $|r|<1$ and otherwise divergent.
$\boldsymbol{p}$-series: $\sum_{k=1}^{\infty} \frac{1}{k^{p}}$ is convergent for $p>1$ and otherwise divergent.
(Note that $p=1$ is $\sum \frac{1}{k}$ the (divergent) harmonic series.)
2. If $\lim _{k \rightarrow \infty} a_{k} \neq 0$ or that limit does not exist then the series is divergent by the Term Test for Divergence.
3. If $\lim _{k \rightarrow \infty} a_{k}=0$ then proceed as follows:
(a) If the terms of the series are positive, use one of the following tests.

Basic Comparison Test: Useful when $a_{k}$ is a rational or algebraic function of $k$ (i.e. involving roots of polynomials). Consider a suitable geometric or $p$-series for comparison. Remember any comparison series must be positive.
Limit Comparison Test: Same criteria as the Basic Comparison Test. Choose this one if evaluating the limit of the ratio of comparing terms is easier than proving an inequality between them as required in the Basic Comparison Test.
Ratio Test: Useful for series involving factorials or other products (including a constant raised to power $k$ ). Do not use this test for rational or algebraic functions of $k$ as these result in inconclusive ( $L=1$ ) results.
Root Test: Useful if $a_{k}$ may be written $a_{k}=\left(b_{k}\right)^{k}$.
Integral Test: Useful if $a_{k}=f(k)$ for positive, continuous, decreasing $f(x)$ and $\int_{1}^{\infty} f(x) d x$ is easily evaluated.
(b) If the series is alternating (either $\sum(-1)^{k} a_{k}$ or $\sum(-1)^{k-1} a_{k}$ for $a_{k}>0$ ) either:
i. Use the Alternating Series Test .
ii. Apply a positive series test from 3 (a) above to the absolute value of the alternating series (either $\sum\left|(-1)^{k} a_{k}\right|=\sum a_{k}$ or $\sum\left|(-1)^{k-1} a_{k}\right|=\sum a_{k}$ ) since the convergence of the latter implies the convergence of the alternating series.
(c) If the terms of the series $\sum a_{k}$ are neither positive nor alternating, apply a test from 3(a) above to the absolute value of the series, $\sum\left|a_{k}\right|$. If $\sum\left|a_{k}\right|$ is convergent then $\sum a_{k}$ is also convergent.
(d) If the series only satisfies theorem criteria (positivity, decreasing, alternating, etc.) after a certain point (i.e. for $k \geq n$ for some $n$ ) apply the above steps to the tail series $\sum_{k=n}^{\infty} a_{k}$. The convergence or divergence of the entire series will be the same as that of the tail series since they only differ by a finite number of terms of finite sum.

## Example 4-30

Determine the convergence (absolute or conditional) or divergence of the following series.

1. $\sum_{n=1}^{\infty} \frac{(-1)^{n} n!}{(2 n+1)^{5}}$
2. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{e^{n}}$
3. $\sum_{n=1}^{\infty}\left(\frac{1}{10^{n}}+\frac{5}{n^{3}}\right)$
4. $\sum_{n=1}^{\infty} \frac{(n+2)^{3}}{\left(n^{3}+5\right)^{2}}$
5. $\sum_{n=1}^{\infty}\left(\frac{2 n+1}{2 n+5}\right)^{n}$

## Solution:

1. The given series is $\sum_{n=1}^{\infty} a_{n}$ with $a_{n}=\frac{(-1)^{n} n!}{(2 n+1)^{5}}$. The presence of the factorial suggests trying the Ratio Test:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n+1}(n+1)!}{(2 n+3)^{5}}}{\frac{(-1)^{n} n!}{(2 n+1)^{5}}}\right|=\lim _{n \rightarrow \infty} \frac{(n+1)!(2 n+1)^{5}}{n!(2 n+3)^{5}} \\
& =\lim _{n \rightarrow \infty} \frac{(n+1) n!(2 n+1)^{5}}{n!(2 n+3)^{5}}=\lim _{n \rightarrow \infty} \frac{(n+1)(2 n+1)^{5}}{(2 n+3)^{5}} \\
& =\lim _{n \rightarrow \infty}(n+1) \lim _{n \rightarrow \infty}\left(\frac{2 n+1}{2 n+3}\right)^{5}=\lim _{n \rightarrow \infty}(n+1)\left(\lim _{n \rightarrow \infty} \frac{2 n+1}{2 n+3}\right)^{5} \\
& =\lim _{n \rightarrow \infty}(n+1)\left(\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{2 n}{n}+\frac{1}{n}}{\frac{2 n}{n}+\frac{3}{n}}\right)^{5}=\lim _{n \rightarrow \infty}(n+1) \lim _{n \rightarrow \infty}\left(\frac{2+\frac{1}{n}}{2+\frac{3}{n}}\right)^{5} \\
& =\infty \cdot 1=\infty
\end{aligned}
$$

Therefore the given series is divergent by the Ratio Test.
2. The given series is $\sum_{n=1}^{\infty} c_{n}=\sum_{n=1}^{\infty}(-1)^{n} a_{n}$ where $c_{n}=(-1)^{n} a_{n}$ and $a_{n}=\frac{n}{e^{n}}>0$. So the series is an alternating series. Let $f(x)=\frac{x}{e^{x}}$, then

$$
\begin{aligned}
\lim _{x \rightarrow \infty} f(x) & =\lim _{x \rightarrow \infty} \frac{x}{e^{x}}=\lim _{x \rightarrow \infty} \frac{1}{e^{x}}=\frac{1}{\infty}=0 \\
& \Longrightarrow \lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} f(n)=0 \\
f^{\prime}(x) & =\frac{(1) e^{x}-x e^{x}}{e^{2 x}}=\frac{e^{x}(1-x)}{e^{2 x}}=\frac{1-x}{e^{x}}<0 \text { for } x>1 \\
& \Longrightarrow a_{n+1}=f(n+1) \leq f(n)=a_{n} \text { for } n \geq 1
\end{aligned}
$$

Therefore the given series $\sum c_{n}$ is convergent by the Alternating Series Test.

Now, consider the series of absolute values: $\sum_{n=1}^{\infty} a_{n}=\sum_{n=1}^{\infty} \frac{n}{e^{n}}$ :

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{n+1}{e^{n+1}}}{\frac{n}{e^{n}}}\right|=\lim _{n \rightarrow \infty}\left|\frac{(n+1) e^{n}}{n e^{n+1}}\right|=\lim _{n \rightarrow \infty} \frac{(n+1) e^{n}}{n e^{n} e}=\lim _{n \rightarrow \infty} \frac{n+1}{n e} \\
& =\frac{1}{e} \lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{n}{n}+\frac{1}{n}}{\frac{n}{n}}=\frac{1}{e} \lim _{n \rightarrow \infty} \frac{1+\frac{1}{n}}{1}=\frac{1}{e} \cdot \frac{1+0}{1}=\frac{1}{e}<1
\end{aligned}
$$

Therefore the series $\sum a_{n}=\sum\left|c_{n}\right|$ is convergent by the Ratio Test. Thus, the series $\sum c_{n}=\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{e^{n}}$ is absolutely convergent.
The astute reader will notice that because the series turned out to be absolutely convergent it was unnecessary to apply the Alternating Series Test. Had we just applied the Ratio Test to $\sum c_{n}$ directly we could have concluded that series absolutely converged (and hence converged). As a general rule, if you must determine not only the convergence of a series but the type of convergence (conditional or absolute) always consider the convergence of the absolute series first. If that converges the original series is absolutely convergent and no further consideration of the series is required.
3. The given series is $\sum_{n=1}^{\infty} a_{n}$ with The given series can be written as:

$$
\begin{aligned}
& \sum_{i=1}^{\infty}\left(\frac{1}{10^{n}}+\frac{5}{n^{3}}\right)=\sum_{n=1}^{\infty} \frac{1}{10^{n}}+\sum_{n=1}^{\infty} \frac{5}{n^{3}} \\
& =\underbrace{\sum_{n=1}^{\infty} \frac{1}{10} \cdot\left(\frac{1}{10}\right)^{n-1}}_{\text {geometric series }}+\underbrace{5 \sum_{n=1}^{\infty} \frac{1}{n^{3}}}_{p \text {-series }} \\
& a=\frac{1}{10}, r=\frac{1}{10} \quad p=3 \\
& |r|<1 \text { (convergent) } \quad p>1 \text { (convergent) }
\end{aligned}
$$

Thus the given series is convergent as it is the sum of two convergent series. The convergence is absolute as the series is already positive.
4. The given series is $\sum_{n=1}^{\infty} a_{n}$ with $a_{n}=\frac{(n+2)^{3}}{\left(n^{3}+5\right)^{2}}$. Consideration of the order of the polynomials suggests a comparison with $\sum b_{n}$ where $b_{n}=\frac{n^{3}}{\left(n^{3}\right)^{2}}=\frac{n^{3}}{n^{6}}=\frac{1}{n^{3}}$. Then $\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty} \frac{1}{n^{3}}$ is a convergent p-series since $p=3>1$. Also,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} & =\lim _{n \rightarrow \infty} \frac{\frac{(n+2)^{3}}{\left(n^{3}+5\right)^{2}}}{\frac{1}{n^{3}}}=\lim _{n \rightarrow \infty} \frac{n^{3}(n+2)^{3}}{\left(n^{3}+5\right)^{2}}=\lim _{n \rightarrow \infty} \frac{n^{3}\left(n^{3}+6 n^{2}+12 n+8\right)}{n^{6}+10 n^{3}+25} \\
& =\lim _{n \rightarrow \infty} \frac{n^{6}+6 n^{5}+12 n^{4}+8}{n^{6}+10 n^{3}+25}=\lim _{n \rightarrow \infty} \frac{n^{6}}{n^{6}} \cdot \frac{\frac{n^{6}}{n^{6}}+\frac{6 n^{5}}{n^{6}}+\frac{12 n^{4}}{n^{6}}+\frac{8}{n^{6}}}{\frac{n^{6}}{n^{6}}+\frac{10 n^{3}}{n^{6}}+\frac{25}{n^{6}}} \\
& =\lim _{n \rightarrow \infty} \frac{1+\frac{6}{n}+\frac{12}{n^{2}}+\frac{8}{n^{6}}}{1+\frac{10}{n^{3}}+\frac{25}{n^{6}}}=\frac{1+0+0+0}{1+0+0}=1>0
\end{aligned}
$$

Therefore the given series is also convergent by the Limit Comparison Test. Since the series is positive it is absolutely convergent.
5. The given series is $\sum_{n=1}^{\infty} a_{n}$ with $a_{n}=\left(\frac{2 n+1}{2 n+5}\right)^{n}$. The power in the term suggests trying the Root Test:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sqrt[n]{\left|a_{n}\right|} & =\lim _{n \rightarrow \infty} \sqrt[n]{\left|\left(\frac{2 n+1}{2 n+5}\right)^{n}\right|}=\lim _{n \rightarrow \infty} \frac{2 n+1}{2 n+5}=\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{2 n}{n}+\frac{1}{n}}{\frac{2 n}{n}+\frac{5}{n}} \\
& =\lim _{n \rightarrow \infty} \frac{2+\frac{1}{n}}{2+\frac{5}{n}}=\frac{2+0}{2+0}=1
\end{aligned}
$$

Therefore the Root Test is inconclusive. Next consider trying the Term Test for Divergence. To evaluate the limit let $f(x)=\left(\frac{2 x+1}{2 x+5}\right)^{x}$. Then $\lim _{x \rightarrow \infty} f(x)$ is the indeterminate form $1^{\infty}$.
Taking the logarithm gives $\ln f(x)=x \ln \left(\frac{2 x+1}{2 x+5}\right)$ and so

$$
\begin{aligned}
\lim _{x \rightarrow \infty} \ln f(x) & =\lim _{x \rightarrow \infty} x \ln \left(\frac{2 x+1}{2 x+5}\right) \quad(\infty \cdot 0 \text { form }) \\
& =\lim _{x \rightarrow \infty} \frac{\ln \left(\frac{2 x+1}{2 x+5}\right)}{x^{-1}}\left(\frac{0}{0} \text { form }\right) \\
& =\lim _{x \rightarrow \infty} \frac{\frac{1}{2 x+1} \cdot \frac{2(2 x+5)-2(2 x+1)}{(2 x+5)^{2}}}{-x^{-2}}=\lim _{x \rightarrow \infty} \frac{\frac{4 x+10-4 x-2}{(2 x+5)(2 x+1)}}{-x^{-2}} \\
& =-\lim _{x \rightarrow \infty} \frac{8 x^{2}}{(2 x+5)(2 x+1)}=-\lim _{x \rightarrow \infty} \frac{8 x^{2}}{4 x^{2}+12 x+5} \\
& =-\lim _{x \rightarrow \infty} \frac{16 x}{8 x+12}=-\lim _{x \rightarrow \infty} \frac{16}{8}=-2 .
\end{aligned}
$$

Thus $\lim _{x \rightarrow \infty} f(x)=e^{-2}$ and therefore $\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} f(n)=e^{-2} \neq 0$.
Thus the given series is divergent by the Term Test for Divergence.

## Further Questions:

Determine the convergence (absolute or conditional) or divergence of the following series.

1. $\sum_{k=1}^{\infty} \frac{2 k^{2}}{k^{2}+1}$
2. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n}{n^{2}+1}$
3. $\sum_{n=1}^{\infty} \frac{1000-n}{n!}$
4. $\sum_{k=1}^{\infty} e^{-2 k}$
5. $\sum_{k=1}^{\infty} \sin \left(\frac{\pi}{2}+\frac{1}{k}\right)$
6. $\sum_{k=1}^{\infty} \frac{k^{k}}{10^{k}}$
7. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{\sqrt{n}}{n^{2}+1}$
8. $\sum_{n=1}^{\infty}\left(\frac{1}{3^{n}}+\frac{5}{\sqrt{n}}\right)$
9. $\sum_{n=1}^{\infty} \frac{5^{n}}{n^{6} 3^{n+1}}$
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## Exercise 4-6

1-14: Determine whether the infinite series is absolutely convergent, conditionally convergent, or divergent.

1. $\sum_{n=1}^{\infty} \frac{5 n^{3}+4 n+2}{7 n^{3}+2 n^{2}+6}$
2. $\sum_{n=1}^{\infty} \frac{50}{\sqrt{n}+10}$
3. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{n^{2}}{5 n^{3}+6}$
4. $\sum_{n=1}^{\infty} \frac{\cos \left(\frac{1}{n}\right)}{n^{2}}$
5. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{n^{n}}{(n!)^{n}}$
6. $\sum_{n=1}^{\infty} \frac{2}{n(n+2)}$
7. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{e^{n} 2^{n}}{n 3^{n}}$
8. $\sum_{n=1}^{\infty}[\ln (2 n+3)-\ln (n+2)]$
9. $\sum_{n=1}^{\infty} \tan ^{-1} n$
10. $\sum_{n=1}^{\infty}\left(\frac{4}{3^{n}}+\frac{3}{4^{n}}\right)$
11. $\sum_{n=1}^{\infty} \tan \left(\frac{n \pi+5}{4 n+7}\right)$
12. $\sum_{n=1}^{\infty} \frac{\cos n \pi}{n}$
13. $\sum_{n=1}^{\infty} \frac{2 n^{3}+4}{3 n^{5}+6}$
14. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{5 n+7}{2 n^{3}+25}$

### 4.7 Power Series

We have seen that in many cases the terms of the series $\sum a_{k}$ may be written as a function of the summation index, namely $a_{k}=f(k)$, for some function $f$. However if the series $\sum a_{k}$ is convergent its value is a number, namely its sum. The final sum does not depend on the index $k$ in the same way that a definite integral $\int_{a}^{b} f(t) d t$ results in a number independent of the dummy variable $t$.

Consider, however, the situation where the terms $a_{k}$ depend additionally on an actual variable, say $x$, different from the summation index, present in the series (i.e. $a_{k}=a_{k}(x)$ ). In this case the sum of the series (and indeed its convergence) depends on the value of $x$.

## Example 4-31

The geometric series with $a=1$ and $r=x$ is given by

$$
\sum_{k=0}^{\infty} x^{k}=1+x+x^{2}+\cdots+x^{k}+\cdots
$$

Here $a_{k}(x)=x^{k}$. The sum is now a function of $x$, namely $\frac{1}{1-x}$, and is valid for $|x|<1$ for which the series is convergent.

We could introduce the variable $x$ into the terms of a series in many ways, for instance

$$
\sum_{k=1}^{\infty} \frac{\sin (k x)}{k!}
$$

If we choose to introduce it as in our geometric series above, namely so that the terms of the series look like terms in a polynomial, $c_{k} x^{k}$, we have a power series.

Definition: Let $x$ be a variable. A series of the form

$$
\sum_{k=0}^{\infty} c_{k} x^{k}=c_{0}+c_{1} x+c_{2} x^{2}+\cdots+c_{k} x^{k}+\cdots
$$

where $c_{k}$ are real constants (for $k=0,1,2 \ldots$ ) is a power series in $\boldsymbol{x}$. The constants $c_{k}$ are called the coefficients of the series.

## Example 4-32

The geometric series with $r=x$ above, $1+x+x^{2}+\cdots+x^{k}+\cdots$, is a power series in $x$ with coefficients $c_{k}=1$ for all $k$.

If we choose to make the $k^{\text {th }}$ term of the series have the more general form $c_{k}(x-a)^{k}$ we get the following.

Definition: Given real constant coefficients $c_{k}$ and real constant $a$ the power series in $(\boldsymbol{x}-\boldsymbol{a})$ is

$$
\sum_{k=0}^{\infty} c_{k}(x-a)^{k}=c_{0}+c_{1}(x-a)+c_{2}(x-a)^{2}+\cdots+c_{k}(x-a)^{k}+\cdots .
$$

The series is also known as the power series about $\boldsymbol{a}$ or centred on $\boldsymbol{a}$.

A power series in $x$ is just a special case of this last definition with $a=0$.
Since the convergence of a power series (and indeed its sum should it converge) will, in general, depend on the value of the variable $x$, an obvious question is to find the values of $x$ for which the power series is convergent.

## Example 4-33

Find the values of $x$ for which the following power series are convergent.

1. $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{(n+1)!} x^{n}$
2. $\sum_{n=1}^{\infty} \frac{2 n+1}{3^{n}} x^{n}$
3. $\sum_{n=2}^{\infty} \frac{x^{n}}{\ln n}$
4. $\sum_{n=1}^{\infty} n^{n}(x+3)^{n}$

## Solution:

1. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{(-1)^{n}}{(n+1)!} x^{n}$. Consider the following Ratio Test limit:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n+1}}{(n+2)!} x^{n+1}}{\frac{(-1)^{n}}{(n+1)!} x^{n}}\right|=\lim _{n \rightarrow \infty}\left|\frac{x^{n+1}}{(n+2)!} \frac{(n+1)!}{x^{n}}\right| \\
& =\lim _{n \rightarrow \infty} \frac{(n+1)!}{(n+2)(n+1)!}|x|=\lim _{n \rightarrow \infty} \frac{|x|}{n+1}=0
\end{aligned}
$$

Note that here, since the limit is in $n$, the value $x$ is treated as a constant for the purpose of evaluating the limit. Since the limit of 0 is less than 1 we have, by the Ratio Test, that the power series converges for all real values of $x$.
2. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{2 n+1}{3^{n}} x^{n}$. The Ratio Test limit is:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{2 n+3}{3^{n+1}} x^{n+1}}{\frac{2 n+1}{3^{n}} x^{n}}\right|=\lim _{n \rightarrow \infty}\left|\frac{(2 n+3) x^{n+1}}{3^{n+1}} \frac{3^{n}}{(2 n+1) x^{n}}\right|=\lim _{n \rightarrow \infty} \frac{2 n+3}{3(2 n+1)}|x| \\
& =\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{2 n}{n}+\frac{3}{n}}{3\left(\frac{2 n}{n}+\frac{1}{n}\right)}|x|=\lim _{n \rightarrow \infty} \frac{2+\frac{3}{n}}{3+\left(2+\frac{1}{n}\right)}|x|=\frac{2+0}{3(2+0)}|x|=\frac{1}{3}|x|
\end{aligned}
$$

Thus, by the Ratio Test, the series is convergent if the limit satisfies

$$
\frac{1}{3}|x|<1 \Longrightarrow|x|<3 \Longrightarrow-3<x<3
$$

The Ratio Test is inconclusive if $\frac{1}{3}|x|=1 \Longrightarrow|x|=3$ (so $x=3$ or $x=-3$ ). We must study these two values separately.

- If $x=3$ then the series becomes:

$$
\sum_{n=1}^{\infty} \frac{2 n+1}{3^{n}} 3^{n}=\sum_{n=1}^{\infty}(2 n+1)
$$

Then $\lim _{n \rightarrow \infty}(2 n+1)=\infty$ shows that when $x=3$ the series diverges by the Term Test for Divergence.

- If $x=-3$ then the series becomes:

$$
\sum_{n=1}^{\infty} \frac{2 n+1}{3^{n}}(-3)^{n}=\sum_{n=1}^{\infty}(-1)^{n}(2 n+1)
$$

Then the fact that $\lim _{n \rightarrow \infty}(-1)^{n}(2 n+1)$ does not exist shows that when $x=-3$ the series is divergent by the Term Test for Divergence.

Therefore the given power series is convergent if $-3<x<3$ and divergent otherwise.
3. The power series is $\sum_{n=2}^{\infty} a_{n}$ where $a_{n}=\frac{x^{n}}{\ln n}$. The Ratio Test limit is:

$$
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\lim _{n \rightarrow \infty}\left|\frac{\frac{x^{n+1}}{\ln (n+1)}}{\frac{x^{n}}{\ln n}}\right|=\lim _{n \rightarrow \infty}\left|\frac{x^{n+1}}{\ln (n+1)} \cdot \frac{\ln n}{x^{n}}\right|=\lim _{n \rightarrow \infty} \frac{\ln n}{\ln (n+1)}|x|
$$

Again $|x|$ here is just a constant with respect to the limit and we need to evaluate $\lim _{n \rightarrow \infty} \frac{\ln n}{\ln (n+1)}$. If $f(y)=\frac{\ln y}{\ln (y+1)}$, then

$$
\begin{aligned}
\lim _{y \rightarrow \infty} f(y) & =\lim _{y \rightarrow \infty} \frac{\ln y}{\ln (y+1)}\left(\frac{\infty}{\infty} \text { form }\right) \\
& =\lim _{y \rightarrow \infty} \frac{\frac{1}{y}}{\frac{1}{y+1}}=\lim _{y \rightarrow \infty} \frac{y+1}{y}=\lim _{y \rightarrow \infty}\left(1+\frac{1}{y}\right)=1+0=1
\end{aligned}
$$

Thus,

$$
\lim _{x \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\lim _{n \rightarrow \infty} \frac{\ln n}{\ln (n+1)}|x|=(1)|x|=|x|
$$

Therefore, the series is convergent if $|x|<1 \Longrightarrow-1<x<1$ by the Ratio Test. The Ratio Test is inconclusive when $|x|=1$ (so $x=1$ and $x=-1$ ) and we must study these two values separately.

- If $x=1$ then the series becomes:

$$
\sum_{n=2}^{\infty} \frac{1^{n}}{\ln n}=\sum_{n=1}^{\infty} \frac{1}{\ln n}
$$

Let $a_{n}=\frac{1}{\ln n}, b_{n}=\frac{1}{n}$. Then $\sum_{n=2}^{\infty} b_{n}=\sum_{n=2}^{\infty} \frac{1}{n}$ is a divergent harmonic series.
Also for $n \geq 2$ we have

$$
0<\ln n \leq n \Longrightarrow \frac{1}{\ln n} \geq \frac{1}{n} \text { for } n \geq 2
$$

Thus when $x=1$ the series is divergent by the Basic Comparison Test.

- If $x=-1$ then the series becomes an alternating series:

$$
\sum_{n=2}^{\infty} \frac{1}{\ln n}(-1)^{n}=\sum_{n=2}^{\infty}(-1)^{n} a_{n} \text { where } a_{n}=\frac{1}{\ln n}>0
$$

Then

$$
\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} \frac{1}{\ln n}=\frac{1}{\infty}=0
$$

If $f(y)=\frac{1}{\ln y}$, then $f^{\prime}(y)=-\frac{1}{y(\ln y)^{2}}<0$ for $y \geq 2$ so $a_{n}=f(n)$ is a decreasing sequence. Thus when $x=-1$ the series is convergent by the Alternating Series Test.

Therefore the given power series is convergent if $-1 \leq x<1$.
4. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=n^{n}(x+3)^{n}$. Since $(x+3)=(x-(-3))$ this is a power series centred at $a=-3$. Consider the following Root Test limit:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sqrt[n]{\left|a_{n}\right|} & =\lim _{n \rightarrow \infty} \sqrt[n]{\mid n^{n}(x+3)^{n \mid}}=\lim _{n \rightarrow \infty} \sqrt[n]{n^{n}} \sqrt[n]{|x+3|^{n}}=\lim _{n \rightarrow \infty} n|x+3| \\
& =\left\{\begin{array}{l}
0 \text { if } x=-3 \\
\infty \text { if } x \neq-3
\end{array}\right.
\end{aligned}
$$

Notice that while $x$ and hence $x+3$ are effectively constants when evaluating the limit, the case where $|x+3|=0$ (so $x=-3$ ) does result in a unique limit of zero since $a_{n}=0$ when $x=-3$. By the Root Test only in that case is the limit less than 1. Hence the power series converges only for $x=-3$.
As an aside, while the Root Test can be used to analyze power series convergence, the Ratio Test is almost always preferred. The Root Test usually results in limits with indeterminate forms requiring evaluation. This example was an exception.

## Further Questions:

Find the values of $x$ for which the following power series are convergent.

1. $\sum_{k=0}^{\infty} \frac{x^{k}}{k!}$
2. $\sum_{n=0}^{\infty} \frac{n^{2}}{2^{n}} x^{n}$
3. $\sum_{n=1}^{\infty} \frac{\ln n}{e^{n}}(x-e)^{n}$

As suggested by the previous example a power series about $a$ will converge on an interval centred on $a$ as detailed in the following theorem.

Theorem 4-23: The power series $\sum_{k=0}^{\infty} c_{k}(x-a)^{k}$ will either:

1. Converge only at $x=a$.
2. Converge for $|x-a|<R$ and diverge for $|x-a|>R$ for some positive real number $R$.
3. Converge for all $x$.

Definition: The radius of convergence $\boldsymbol{R}$ for a power series $\sum_{k=0}^{\infty} c_{k}(x-a)^{k}$ is the value $R$ if Part 2 of Theorem 4-23 applies. For Part 1 the radius of convergence is defined to be $R=0$ and for Part 3 the radius of convergence is defined to be $R=\infty$.

Definition: The interval of convergence $\boldsymbol{I}$ of a power series $\sum_{k=0}^{\infty} c_{k}(x-a)^{k}$ is the set of values of $x$ for which the series converges. For the three possibilities of convergence one has:

1. The set containing the single value $x=a$ (i.e. $\{a\}$ ) for $R=0$.
2. One of $[a-R, a+R],[a-R, a+R),(a-R, a+R]$, or $(a-R, a+R)$ for $R>0$ finite.
3. $(-\infty, \infty)$ for $R=\infty$.

The choice of interval in the second case depends upon the convergence or not of the series at the interval endpoint values $x=a \pm R$.

## Example 4-34

For Example 4-33 find the radii and intervals of convergence of each series.

## Solution:

Consideration of the solutions of Example 4-33 shows the radii and intervals of convergence are:

1. $R=\infty, I=(-\infty, \infty)$
2. $R=3, I=(-3,3)$
3. $R=1, I=[-1,1)$
4. $R=0, I=\{-3\}$

## Further Questions:

For Example 4-33 find the radii and intervals of convergence of each series in the Further Questions.

## Example 4-35

Find the radius and interval of convergence of each of the following series.

1. $\sum_{n=1}^{\infty} \frac{x^{n} 3^{n}}{(n!)^{2}}$
2. $\sum_{n=1}^{\infty} \frac{n!(x-2)^{n}}{5^{n}}$
3. $\sum_{n=1}^{\infty} \frac{(-5)^{n}(3 x-2)^{n}}{n^{2}}$
4. $\sum_{n=1}^{\infty}(-1)^{n+1} \frac{(x-4)^{n}}{\sqrt{n+1}}$

## Solution:

1. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{x^{n} 3^{n}}{(n!)^{2}}$. The Ratio Test limit is

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\lim _{n \rightarrow \infty}\left|\frac{\frac{x^{n+1} 3^{n+1}}{\left\lfloor(n+1)!2^{2}\right.}}{\frac{x^{n} 3^{n}}{(n!)^{2}}}\right| & =\lim _{n \rightarrow \infty} \frac{(n!)^{2}(3)}{[(n+1)!]^{2}}|x|=\lim _{n \rightarrow \infty} \frac{3 n!n!}{[(n+1) n!]^{2}}|x| \\
& =\lim _{n \rightarrow \infty} \frac{3}{(n+1)^{2}}|x|=0 \cdot|x|=0<1 \text { for all } x
\end{aligned}
$$

Therefore, the power series converges for all $x$. Thus the radius of convergence is $R=\infty$ and the interval of convergence is $I=(-\infty, \infty)$.
2. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{n!(x-2)^{n}}{5^{n}}$. The Ratio Test limit is

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(n+1)!(x-2)^{n+1}}{5^{n+1}}}{\frac{n!(x-2)^{n}}{5^{n}}}\right|=\lim _{n \rightarrow \infty} \frac{5^{n}(n+1) n!}{5^{n+1} n!}|x-2|=\lim _{n \rightarrow \infty} \frac{n+1}{5}|x-2| \\
& =\left\{\begin{array}{l}
0 \text { if } x=2 \\
\infty \text { if } x \neq 2
\end{array}\right.
\end{aligned}
$$

This power series is convergent only if $x=2$. Therefore, the radius of convergence is $R=0$ and the interval of convergence is $I=\{2\}$. Note that the interval is centred at 2 as expected for a power series about $a=2$.
3. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=\frac{(-5)^{n}(3 x-2)^{n}}{n^{2}}$. The Ratio Test limit is

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(5)^{n+1}(3 x-2)^{n+1}}{(n+1)^{2}}}{\frac{(-5)^{n}(3 x-2)^{n}}{n^{2}}}\right|=\lim _{n \rightarrow \infty} \frac{5 n^{2}}{(n+1)^{2}}|3 x-2|=5 \lim _{n \rightarrow \infty}\left(\frac{n}{n+1}\right)^{2}|3 x-2| \\
& =5 \lim _{n \rightarrow \infty}\left(\frac{n}{n} \cdot \frac{\frac{n}{n}}{\frac{n}{n}+\frac{1}{n}}\right)^{2}|3 x-2|=5 \lim _{n \rightarrow \infty}\left(\frac{1}{1+\frac{1}{n}}\right)^{2}|3 x-2| \\
& =5\left(\frac{1}{1+0}\right)^{2}|3 x-2|=5|3 x-2|
\end{aligned}
$$

The series is convergent by the Ratio Test if:

$$
\begin{aligned}
5|3 x-2|<1 & \Longrightarrow 15\left|x-\frac{2}{3}\right|<1 \Longrightarrow\left|x-\frac{2}{3}\right|<\frac{1}{15} \\
& \Longrightarrow-\frac{1}{15}<x-\frac{2}{3}<\frac{1}{15} \Longrightarrow-\frac{1}{15}+\frac{2}{3}<x<\frac{1}{15}+\frac{2}{3} \\
& \Longrightarrow \frac{3}{5}<x<\frac{11}{15}
\end{aligned}
$$

The Ratio Test is inconclusive (limit equals 1) at the endpoints $x=\frac{3}{5}$ and $x=\frac{11}{15}$. We must test these two values separately.

- If $x=\frac{3}{5}$ then the series becomes:

$$
\sum_{n=1}^{\infty} \frac{(-5)^{n}\left(\frac{9}{5}-2\right)^{n}}{n^{2}}=\sum_{n=1}^{\infty} \frac{(-5)^{n}\left(-\frac{1}{5}\right)^{n}}{n^{2}}=\sum_{n=1}^{\infty} \frac{1}{n^{2}}
$$

This is a convergent $p$-series since $p=2>1$.

- If $x=\frac{11}{15}$ then the series becomes:

$$
\sum_{n=1}^{\infty} \frac{(-5)^{n}\left(\frac{33}{15}-2\right)^{n}}{n^{2}} \sum_{n=1}^{\infty} \frac{(-5)^{n}\left(\frac{1}{5}\right)^{n}}{n^{2}}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n^{2}}
$$

Consider $a_{n}=\frac{1}{n^{2}}$ and define $f(y)=\frac{1}{y^{2}}$ then:

$$
\begin{aligned}
\lim _{y \rightarrow \infty} f(y) & =\lim _{y \rightarrow \infty} \frac{1}{y^{2}}=0 \Longrightarrow \lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} f(n)=0 \\
f^{\prime}(y) & =-\frac{2}{y^{3}}<0 \text { for } y>0 \Longrightarrow a_{n}=f(n) \text { decreases }
\end{aligned}
$$

Thus the series $\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n^{2}}$ is convergent by the Alternating Series Test. Therefore the radius of convergence of the power series is $R=\frac{1}{15}$ and the interval of convergence is $I=\left[\frac{3}{5}, \frac{11}{15}\right]$. Notice that the interval is centred at $a=\frac{2}{3}$. That the original power series is centred at this value can be seen by writing $(3 x-2)^{n}=3^{n}(x-2 / 3)^{n}$ in the original series.
4. The power series is $\sum_{n=1}^{\infty} a_{n}$ where $a_{n}=(-1)^{n+1} \frac{(x-4)^{n}}{\sqrt{n+1}}$. The Ratio Test limit is

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n+2}(x-4)^{n+1}}{\sqrt{n+2}}}{\frac{(-1)^{n+1}(x-4)^{n}}{\sqrt{n+1}}}\right|=\lim _{n \rightarrow \infty} \frac{\sqrt{n+1}}{\sqrt{n+2}}|x-4|=\lim _{n \rightarrow \infty} \sqrt{\frac{n+1}{n+2}}|x-4| \\
& =\lim _{n \rightarrow \infty} \sqrt{\frac{n}{n} \cdot \frac{\frac{n}{n}+\frac{1}{n}}{\frac{n}{n}+\frac{2}{n}}}|x-4|=\lim _{n \rightarrow \infty} \sqrt{\frac{1+\frac{1}{n}}{1+\frac{2}{n}}}|x-4|=|x-4|
\end{aligned}
$$

The series is convergent by the Ratio Test if $|x-4|<1=R$. Then

$$
|x-4|<1 \Longrightarrow-1<x-4<1 \Longrightarrow 3<x<5
$$

which is as expected since the series is centred at $a=4$ with radius 1 . The Ratio Test is inconclusive if $x=3$ or $x=5$ and we test these values separately.

- If $x=3$ then the series becomes

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n+1}(-1)^{n}}{\sqrt{n+1}}=\sum_{n=1}^{\infty} \frac{(-1)^{2 n+1}}{\sqrt{n+1}}=-\sum_{n=1}^{\infty} \frac{1}{\sqrt{n+1}}
$$

Let $a_{n}=\frac{1}{\sqrt{n+1}}$ and $b_{n}=\frac{1}{\sqrt{n}}$. Then $\sum_{n=1}^{\infty} b_{n}=\sum_{n=1}^{\infty} \frac{1}{\sqrt{n}}$ is a $p$-series with $p=\frac{1}{2} \leq 1$ and hence divergent. Taking the limit

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} & =\lim _{n \rightarrow \infty} \frac{\frac{1}{\sqrt{n+1}}}{\frac{1}{\sqrt{n}}}=\lim _{n \rightarrow \infty} \frac{\sqrt{n}}{\sqrt{n+1}}=\lim _{n \rightarrow \infty} \sqrt{\frac{n}{n+1}}=\sqrt{\lim _{n \rightarrow \infty} \frac{n}{n+1}} \\
& =\sqrt{\lim _{n \rightarrow \infty} \frac{n}{n} \cdot \frac{\frac{n}{n}}{\frac{n}{n}+\frac{1}{n}}}=\sqrt{\lim _{n \rightarrow \infty} \frac{1}{1+\frac{1}{n}}}=\sqrt{\frac{1}{1+0}}=1>0
\end{aligned}
$$

shows the series $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n+1}}$ is divergent by the Limit Comparison Test.

- If $x=5$ then the series becomes

$$
\sum_{n=1}^{\infty} \frac{(-1)^{n+1}(1)^{n}}{\sqrt{n+1}}=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{\sqrt{n+1}}
$$

Then $\lim _{n \rightarrow \infty} \frac{1}{\sqrt{n+1}}=\frac{1}{\infty}=0$. Let $f(y)=\frac{1}{\sqrt{y+1}}$ then:

$$
f^{\prime}(y)=-\frac{1}{2(y+1)^{\frac{3}{2}}}<0 \text { for } x \geq 1
$$

shows the magnitude of the terms, $f(n)$, is decreasing. Therefore the series $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{\sqrt{n+1}}$ converges by the Alternating Series Test.

## Therefore the radius of convergence of the power series is $R=1$ and the interval of convergence

 is $I=(3,5]$.
## Further Questions:

Find the radius and interval of convergence of each of the following series.

1. $\sum_{k=0}^{\infty}(-1)^{k} \frac{1}{k+1}(x-3)^{k}$
2. $\sum_{n=0}^{\infty} n^{3}(x-5)^{n}$
3. $\sum_{k=0}^{\infty} k!(2 x-1)^{k}$
4. $\sum_{n=1}^{\infty} \frac{(2 x-3)^{n}}{n 3^{n}}$
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## Exercise 4-7

1-5: Find the interval and the radius of convergence of the power series.

1. $\sum_{n=0}^{\infty} \frac{n^{2}+4}{2 n^{3}+5} x^{n}$
2. $\sum_{n=2}^{\infty} \frac{\ln n}{n^{2}}(x-1)^{n}$
3. $\sum_{n=0}^{\infty} \frac{3^{n}}{(3 n)!} x^{3 n}$
4. $\sum_{n=1}^{\infty}(-1)^{n} \frac{1}{n 3^{n}}(4 x-1)^{n}$
5. $\sum_{n=0}^{\infty} \frac{n!}{10^{n}}(x-1)^{n}$

### 4.8 Representing Functions with Power Series

The sum of a power series for a given $x$ from its interval of convergence $I$ results in a number. As such it is natural to consider the power series as defining a function $f(x)$ of $x$ on $I$ with the value of the function being the sum. We write

$$
f(x)=\sum_{k=0}^{\infty} c_{k} x^{k} \quad(x \in I)
$$

If the sum of the power series can be written in a closed form, then the power series can be considered a representation of that function valid on $I$.

## Example 4-36

The power series $\sum_{k=0}^{\infty} x^{k}=1+x+x^{2}+\cdots$ converges for $|x|<1$, and therefore is a function of $x$ on $I=(-1,1)$. On that interval the sum for given $x$ is $\frac{1}{1-x}$. The power series thus is a representation of the function $\frac{1}{1-x}$ on this restricted domain:

$$
\frac{1}{1-x}=1+x+x^{2}+\cdots+x^{k}+\cdots=\sum_{k=0}^{\infty} x^{k} \text { for }|x|<1
$$

One can find power series representations of other functions using known power series.

## Example 4-37

Find representations of the following functions with power series. Indicate the values of $x$ for which the representatives are valid.

1. $\frac{1}{2-5 x}$
2. $\frac{x}{1+4 x^{2}}$
3. $\frac{x^{2}}{4+3 x^{2}}$

## Solution:

1. The given functions can be written as:

$$
\frac{1}{2-5 x}=\frac{1}{2\left(1-\frac{5}{2} x\right)}
$$

The power series representation of $\frac{1}{1-x}$ is:

$$
\frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n},|x|<1
$$

Thus

$$
\frac{1}{2-5 x}=\frac{1}{2\left(1-\frac{5}{2} x\right)}=\frac{1}{2} \sum_{n=0}^{\infty}\left(\frac{5}{2} x\right)^{n}=\frac{1}{2} \sum_{n=0}^{\infty}\left(\frac{5}{2}\right)^{n} x^{n}=\sum_{n=0}^{\infty} \frac{5^{n}}{2^{n+1}} x^{n}
$$

which converges when

$$
\left|\frac{5}{2} x\right|<1 \Longrightarrow|x|<\frac{2}{5} \Longrightarrow-\frac{2}{5}<x<\frac{2}{5}
$$

2. This function can be written as

$$
\begin{aligned}
\frac{x}{1+4 x^{2}}=x \cdot \frac{1}{1-\left(-4 x^{2}\right)} & =x \sum_{n=0}^{\infty}\left(-4 x^{2}\right)^{n},\left|-4 x^{2}\right|<1 \\
& =\sum_{n=0}^{\infty}(-1)^{n} 4^{n} x^{2 n+1}
\end{aligned}
$$

Note here that the variable $x$ is effectively a constant with respect to the series in $n$ and can therefore be brought in and out of the summation without affecting its convergence properties.
The series converges if

$$
\left|-4 x^{2}\right|<1 \Longrightarrow\left|4 x^{2}\right|<1 \Longrightarrow 4 x^{2}<1 \Longrightarrow x^{2}<\frac{1}{4} \Longrightarrow|x|<\frac{1}{2}
$$

3. This function can be written as

$$
\begin{aligned}
\frac{x^{2}}{4+3 x^{2}} & =\frac{x^{2}}{4\left(1+\frac{3}{4} x^{2}\right)}=\frac{x^{2}}{4} \cdot \frac{1}{1-\left(-\frac{3}{4} x^{2}\right)} \\
& =\frac{x^{2}}{4} \sum_{n=0}^{\infty}\left(-\frac{3}{4} x^{2}\right)^{n}=\sum_{n=0}^{\infty}(-1)^{n} \frac{3^{n}}{4^{n+1}} x^{2 n+2}
\end{aligned}
$$

The power series converges if

$$
\left|-\frac{3}{4} x^{2}\right|<1 \Longrightarrow \frac{3}{4} x^{2}<1 \Longrightarrow x^{2}<\frac{4}{3} \Longrightarrow|x|<\frac{2}{\sqrt{3}} .
$$

## Further Questions:

Find representations of the following functions with power series. Indicate the values of $x$ for which the representations are valid.

1. $\frac{1}{1+x}$
2. $\frac{1}{1-x^{3}}$
3. $\frac{x}{2-3 x}$

As functions power series behave like polynomials. They are continuous and can be termwise differentiated and integrated to produce new functions of $x$ as detailed in the following theorem.

Theorem 4-24: Suppose $f(x)$ is defined by the power series

$$
f(x)=\sum_{k=0}^{\infty} c_{k}(x-a)^{k}=c_{0}+c_{1}(x-a)+c_{2}(x-a)^{2}+\cdots+c_{k}(x-a)^{k}+\cdots
$$

with radius of convergence $R>0$ (finite or infinite). Then on the interval $(a-R, a+R)$ :

1. $f(x)$ is continuous.
2. $f(x)$ is differentiable with derivative

$$
f^{\prime}(x)=\sum_{k=0}^{\infty} k c_{k}(x-a)^{k-1}=c_{1}+2 c_{2}(x-a)+3 c_{3}(x-a)^{2}+\cdots+k c_{k}(x-a)^{k-1}+\cdots
$$

3. $f(x)$ is integrable with integral

$$
\int f(x) d x=C+\sum_{k=0}^{\infty} \frac{c_{k}}{k+1}(x-a)^{k+1}=C+c_{0}(x-a)+\frac{c_{1}}{2}(x-a)^{2}+\frac{c_{2}}{3}(x-a)^{3}+\cdots+\frac{c_{k}}{k+1}(x-a)^{k+1}+\cdots
$$

The series resulting from differentiation and integration both have radius of convergence $R$.
Note that the above theorem shows that for power series the calculus operations of differentiation and integration can be exchanged with summation, just as occurs with finite sums.

$$
\begin{aligned}
\frac{d}{d x} \sum c_{k}(x-a)^{k} & =\sum \frac{d}{d x}\left[c_{k}(x-a)^{k}\right] \\
\int\left[\sum c_{k}(x-a)^{k}\right] d x & =\sum\left[\int c_{k}(x-a)^{k} d x\right]
\end{aligned}
$$

If the power series is a representation of a function with a closed form, differentiation and integration can be used to find power series representations of other functions.

## Example 4-38

Find a power series representation for each of the following functions. Indicate the interval for which the representation is valid.

1. $\frac{1}{(4-x)^{2}}$
2. $\ln (1-x)$

## Solution:

1. To find the power series representation of $\frac{1}{(4-x)^{2}}$ we note that it is just the derivative of the function $\frac{1}{4-x}$ which has the representation

$$
\begin{aligned}
\frac{1}{4-x} & =\frac{1}{4\left(1-\frac{x}{4}\right)}=\frac{1}{4} \sum_{n=0}^{\infty}\left(\frac{x}{4}\right)^{n}=\sum_{n=0}^{\infty} \frac{x^{n}}{4^{n+1}} \\
& \Longrightarrow \frac{1}{4-x}=\sum_{n=0}^{\infty} \frac{x^{n}}{4^{n+1}},\left|\frac{x}{4}\right|<1
\end{aligned}
$$

Differentiating both sides with respect to $x$ we have

$$
\begin{aligned}
\frac{d}{d x}\left(\frac{1}{4-x}\right) & =\frac{d}{d x} \sum_{n=0}^{\infty} \frac{x^{n}}{4^{n+1}}=\sum_{n=0}^{\infty} \frac{d}{d x}\left(\frac{x^{n}}{4^{n+1}}\right) \\
\frac{1}{(4-x)^{2}} & =\sum_{n=0}^{\infty} \frac{1}{4^{n+1}} n x^{n-1}=\sum_{n=1}^{\infty} \frac{n}{4^{n+1}} x^{n-1}
\end{aligned}
$$

where we changed the starting index to $n=1$ since the $n=0$ term equals zero. The power series converges if

$$
\left|\frac{x}{4}\right|<1 \Longrightarrow|x|<4
$$

2. For the geometric series we have

$$
\frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n},|x|<1
$$

We desire a power series representation of $\ln |1-x|$ which is, up to a factor of -1 , just the integral of this function. Integrating both sides with respect to $x$ we obtain

$$
\begin{aligned}
\underbrace{\int \frac{1}{1-x} d x}_{u=1-x, d u=-d x} & =\int\left(\sum_{n=0}^{\infty} x^{n}\right) d x=\sum_{n=0}^{\infty} \int x^{n} d x \\
\Longrightarrow-\ln |1-x| & =\sum_{n=0}^{\infty} \frac{x^{n+1}}{n+1}+C \\
\Longrightarrow \ln |1-x| & =-\sum_{n=0}^{\infty} \frac{x^{n+1}}{n+1}-C
\end{aligned}
$$

For fixed $x$ the function on the left is a number and so the series on the right cannot contain an arbitrary constant. To determine what it equals evaluate both sides at $x=0$ to get

$$
\ln |1|=-0-C \Longrightarrow C=0
$$

Thus

$$
\ln (1-x)=-\sum_{n=0}^{\infty} \frac{x^{n+1}}{n+1}
$$

which converges for $|x|<1$ as follows by Theorem 4-24. Since $1-x>0$ in that interval the absolute value bars have been dropped.
The series representation can be simplified by changing to a new index. Similar to introducing a new variable in an integral, here let $m=n+1$. The new limits of the series then become

$$
\begin{gathered}
n=\infty \Longrightarrow m=\infty+1=\infty \\
n=0 \Longrightarrow m=0+1=1
\end{gathered}
$$

and our series representation simplifies to

$$
\ln (1-x)=-\sum_{m=1}^{\infty} \frac{x^{m}}{m},|x|<1
$$

Just like an integration variable we can change the index name back to $n$ now if we so desire. Reindexing in this manner has several uses. In addition to simplifying a series, one can also compare two series whose lower limits are not the same by reindexing one to have the same limits as the other. So for example one can show the following two forms of the geometric series are equivalent,

$$
\sum_{n=0}^{\infty} a r^{n}=\sum_{m=1}^{\infty} a r^{m-1}
$$

by letting $m=n+1$ in the original sequence, changing the limits as above, and noting that $m=n+1 \Longrightarrow n=m-1$ when rewriting the general term of the first series in terms of the new index $m$. Reindexing also allows one to align the limits of two series to allow their addition. Alternatively one may reindex power series so that they all have the same power of $x^{n}$ so that they may be added and simplified.
Our new version of the representation $\ln (1-x)$ shows that at $x=1$ the series representation diverges as it reduces to the harmonic series. This is unsurprising as $\ln (1-1)=\ln (0)$ is undefined as well. At $x=-1$ the series becomes the alternating harmonic series and therefore converges conditionally at that value. The representation is, in fact, valid at $x=-1$ as its sum may be shown to be $\ln (1-(-1))=\ln 2$. As such the series representation of $\ln (1-x)$ is valid on $[-1,1)$.

## Further Questions:

Find a power series representation for each of the following functions. Indicate the interval for which the representation is valid.

1. $\frac{1}{(1+x)^{2}}$
2. $\ln (1+x)$
3. $\tan ^{-1} x$

Because power series representations are easy to integrate, they may be used as a means to integrate difficult functions. The integral will only be valid for $x$ lying within $(a-R, a+R)$.

## Example 4-39

Integrate each of the following using a power series.

1. $\int \frac{1}{1+x^{6}} d x$
2. $\int \frac{\ln (1-x)}{x} d x$

## Solution:

1. Starting with the geometric series $\frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n},|x|<1$ first get a representation for the integrand:

$$
\frac{1}{1+x^{6}}=\frac{1}{1-\left(-x^{6}\right)}=\sum_{n=0}^{\infty}\left(-x^{6}\right)^{n}=\sum_{n=0}^{\infty}(-1)^{n} x^{6 n}
$$

which converges for $\left|-x^{6}\right|<1 \Longrightarrow|x|<1$. Thus

$$
\int \frac{1}{1+x^{6}} d x=\int \sum_{n=0}^{\infty}(-1)^{n} x^{6 n} d x=\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{6 n+1}}{6 n+1}+C=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{6 n+1} x^{6 n+1}+C
$$

which is valid for $|x|<1$.
2. In Example 4-38 Problem 2 we found $\ln (1-x)=-\sum_{n=1}^{\infty} \frac{x^{n}}{n},|x|<1$. Thus

$$
\begin{aligned}
\int \frac{\ln (1-x)}{x} d x & =-\int \frac{1}{x} \sum_{n=1}^{\infty} \frac{x^{n}}{n} d x=-\sum_{n=1}^{\infty} \frac{1}{n} \int x^{n-1} d x=-\sum_{n=1}^{\infty} \frac{1}{n} \frac{x^{(n-1)+1}}{(n-1)+1}+C \\
& =-\sum_{n=1}^{\infty} \frac{1}{n^{2}} x^{n}+C
\end{aligned}
$$

which is valid for $|x|<1$.

These indefinite integrals could be used to approximate a definite integral by suitably truncating the series at large $n$ and subtracting its evaluation at the limits of the integral as we would for any antiderivative. The integration limits would need to be within the interval $(-1,1)$ due to the representation of these antiderivatives only being valid there.

## Further Questions:

Integrate each of the following using a power series.

1. $\int \frac{1}{1+x^{3}} d x$
2. $\int \frac{x}{1-x^{4}} d x$
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## Exercise 4-8

1-5: Find a power series representation for $f(x)$ and specify the interval of convergence.

1. $f(x)=\frac{1}{1+x^{2}}$
2. $f(x)=\frac{x}{5-4 x}$
3. $f(x)=\frac{x}{2+x^{2}}$
4. $f(x)=\frac{1}{(2+3 x)^{2}}$
5. $f(x)=\ln (3+2 x)$

### 4.9 Maclaurin Series

We expect some functions $f(x)$ can be represented by an infinite series $\sum_{k=0}^{\infty} c_{k} x^{k}$ for a certain, potentially restricted, domain. While we verified that $\frac{1}{1-x}$ could be represented by the geometric series, we would like a general mechanism for determining the coefficients of the power series that correspond to an arbitrary $f(x)$. Suppose $f(x)$ has a power series expansion:

$$
f(x)=c_{0}+c_{1} x+c_{2} x^{2}+c_{3} x^{3}+c_{4} x^{4}+\cdots .
$$

One observes that if we set $x=0$ that $f(0)=c_{0}$. In other words, we can determine $c_{0}$ by evaluating $f$ at $x=0$. We can differentiate the power series above term by term to get:

$$
f^{\prime}(x)=c_{1}+2 c_{2} x+3 c_{3} x^{2}+4 c_{4} x^{3}+\cdots
$$

If we evaluate this at $x=0$ we get $c_{1}=f^{\prime}(0)$. The next derivative is:

$$
f^{\prime \prime}(x)=2 c_{2}+6 c_{3} x+12 c_{4} x^{2}+\cdots
$$

and so $c_{2}=\frac{f^{\prime \prime}(0)}{2}$. Repeated differentiation and evaluation relates the $k^{\text {th }}$ coefficient $c_{k}$ to the derivative $f^{(k)}$ evaluated at $x=0$ as follows:

$$
c_{k}=\frac{f^{(k)}(0)}{k!}
$$

where recall the factorial is defined by $\boldsymbol{k}!=\boldsymbol{k} \cdot(\boldsymbol{k}-\mathbf{1}) \cdots \mathbf{2} \cdot \mathbf{1}$. The formula is true for $k=0$ as well with the convention $f^{(0)}(x)=f(x)$ and noting that $\mathbf{0}!=\mathbf{1}$ by definition. Plugging our $c_{k}$ into the original power series we get the following definition.

Definition: Given function $f(x)$ differentiable to all orders at $x=0$ the power series in $x$ given by

$$
f(x)=\sum_{k=0}^{\infty} \frac{f^{(k)}(0)}{k!} x^{k}=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2!} x^{2}+\frac{f^{\prime \prime \prime}(0)}{3!} x^{3}+\cdots \frac{f^{(k)}(0)}{k!} x^{k}+\cdots
$$

is the Maclaurin series for $f(x)$.

As a power series, the Maclaurin series must converge for $|x|<R$ for some radius of convergence $R$ dependent upon the function. ${ }^{4}$

## Example 4-40

Find the Maclaurin series and its integral of convergence for each of the following functions.

1. $f(x)=e^{2 x}$
2. $f(x)=\cos x$

## Solution:

1. Since the Maclaurin series is $f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^{n}$ we compute the following derivatives and

[^3]evaluate them at zero:
\[

$$
\begin{aligned}
f(x) & =e^{2 x}, & f^{(0)}(0)=f(0) & =e^{0}=1 \\
f^{\prime}(x) & =2 e^{2 x}, & f^{\prime}(0) & =2 e^{0}=2 \\
f^{\prime \prime}(x) & =4 e^{2 x}, & f^{\prime \prime}(0) & =4 e^{0}=4 \\
f^{\prime \prime \prime}(x) & =8 e^{2 x}, & f^{\prime \prime \prime}(0) & =8 e^{0}=8 \\
f^{(4)}(x) & =16 e^{2 x}, & f^{(4)}(0) & =16 e^{0}=16 \\
f^{(5)}(x) & =32 e^{2 x}, & f^{(5)}(0) & =32 e^{0}=32
\end{aligned}
$$
\]

Since $0!=1$ and $1!=1$ the Maclaurin series is given by:

$$
\begin{aligned}
f(x) & =f(0)+f^{\prime}(0) x+\frac{1}{2!} f^{\prime \prime}(0) x^{2}+\frac{1}{3!} f^{\prime \prime \prime}(0) x^{3}+\frac{1}{4!} f^{(4)}(0) x^{4}+\frac{1}{5!} f^{(5)}(0) x^{5}+\ldots \\
\Longrightarrow e^{2 x} & =1+2 x+\frac{1}{2!}(4) x^{2}+\frac{1}{3!}(8) x^{3}+\frac{1}{4!}(16) x^{4}+\frac{1}{5!}(32) x^{5}+\ldots \\
\Longrightarrow e^{2 x} & =1+2 x+\frac{2^{2}}{2!} x^{2}+\frac{2^{3}}{3!} x^{3}+\frac{2^{4}}{4!} x^{4}+\frac{2^{5}}{5!} x^{5}+\ldots \\
\Longrightarrow e^{2 x} & =\sum_{n=0}^{\infty} \frac{2^{n}}{n!} x^{n}
\end{aligned}
$$

Alternatively if one only wants the series in sigma notation one can observe that $f^{(n)}(0)=2^{n}$ and substitute that immediately into our Maclaurin formula.
To find the interval of convergence we will use the Ratio Test.

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{2^{n+1} x^{n+1}}{(n+1)!}}{\frac{2^{n} x^{n}}{n!}}\right|=\lim _{n \rightarrow \infty}\left|\frac{2^{n+1} x^{n+1}}{(n+1) n!} \frac{n!}{2^{n} x^{n}}\right|=2 \lim _{n \rightarrow \infty} \frac{1}{n+1}|x| \\
& =2(0)|x|=0<1 \text { for all } x
\end{aligned}
$$

Thus the integral of convergence of the Maclaurin series is $I=(-\infty, \infty)$.
2. We compute the following derivatives and evaluate them:

$$
\begin{aligned}
f(x) & =\cos x, & f(0) & =\cos 0=1 \\
f^{\prime}(x) & =-\sin x, & f^{\prime}(0) & =-\sin 0=0 \\
f^{\prime \prime}(x) & =-\cos x, & f^{\prime \prime}(0) & =-\cos 0=-1 \\
f^{\prime \prime \prime}(x) & =\sin x, & f^{\prime \prime \prime}(0) & =\sin 0=0 \\
f^{(4)}(x) & =\cos x, & f^{(4)}(0) & =\cos 0=1 \\
& \vdots & & \vdots \text { (pattern repeats) }
\end{aligned}
$$

Thus the Macluarin series is

$$
\begin{aligned}
\cos x & =1+\frac{1}{2!}(-1) x^{2}+\frac{1}{4!}(1) x^{4}+\frac{1}{6!}(-1) x^{6}+\ldots \\
\Longrightarrow \cos x & =1-\frac{1}{2!} x^{2}+\frac{1}{4!} x^{4}-\frac{1}{6!} x^{6}+\ldots \\
\Longrightarrow \cos x & =\sum_{n=0}^{\infty}(-1)^{n} \frac{x^{2 n}}{(2 n)!} .
\end{aligned}
$$

To find the interval of convergence, we will use the Ratio Test.

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n+1} x^{2 n+2}}{(2 n+2)!}}{\frac{(-1)^{n} x^{2 n}}{(2 n)!}}\right|=\lim _{n \rightarrow \infty} \frac{(2 n)!}{(2 n+2)!} x^{2}=\lim _{n \rightarrow \infty} \frac{(2 n)!}{(2 n+2)(2 n+1)(2 n)!} x^{2} \\
& =\lim _{n \rightarrow \infty} \frac{1}{(2 n+2)(2 n+1)} x^{2}=0 \cdot x^{2}=0<1 \text { for all } x
\end{aligned}
$$

Therefore the interval of convergence is $I=(-\infty, \infty)$.
One notes that the fact that cosine is an even function is reflected in the disappearance of odd powers of $x$ in its Maclaurin series which make it look like an even polynomial with an infinite number of terms.

Also note that the $n$ index in our found series is not the same as the $n$ that appears in the Maclaurin formula. The series found skips the terms with zero coefficient. This is not merely for convenience. It was required so that the Ratio Test could be applied to the series to find convergence.

## Further Questions:

Find the Maclaurin series and its interval of convergence for each of the following functions.

1. $f(x)=\frac{1}{1-x}$
2. $f(x)=e^{x}$
3. $f(x)=\sin x$
4. $f(x)=\ln (1+x)$

Some important Maclaurin series and their domains of validity are:

$$
\begin{aligned}
\frac{1}{1-x} & =\sum_{k=0}^{\infty} x^{k}=1+x+x^{2}+x^{3}+\cdots \quad ; \quad(-1,1) \\
e^{x} & =\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=1+\frac{x}{1!}+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \quad ;(-\infty, \infty) \\
\sin x & =\sum_{k=0}^{\infty}(-1)^{k} \frac{x^{2 k+1}}{(2 k+1)!}=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\cdots \quad ; \quad(-\infty, \infty) \\
\cos x & =\sum_{k=0}^{\infty}(-1)^{k} \frac{x^{2 k}}{(2 k)!}=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots \quad ; \quad(-\infty, \infty) \\
\tan ^{-1} x & =\sum_{k=0}^{\infty} \frac{x^{2 k+1}}{2 k+1}=x-\frac{x^{3}}{3}+\frac{x^{5}}{5}-\frac{x^{7}}{7}+\cdots \quad ;[-1,1] \\
\ln (1+x) & =\sum_{k=0}^{\infty}(-1)^{k} \frac{x^{k+1}}{k+1}=x-\frac{x^{2}}{2}+\frac{x^{3}}{3}-\frac{x^{4}}{4}+\cdots \quad ; \quad(-1,1]
\end{aligned}
$$

With these series representations we now have a means of numerically calculating these functions for any value of $x$ in the interval of convergence to arbitrary precision!

As we saw with the more general power series, we can derive series of new functions from known Maclaurin series.

## Example 4-41

For the following functions we have the power series:

1. $e^{x^{3}}=\sum_{k=0}^{\infty} \frac{\left(x^{3}\right)^{k}}{k!}=\sum_{k=0}^{\infty} \frac{x^{3 k}}{k!}$

Series is valid for $x^{3}$ in $(-\infty, \infty)$ which implies for $x$ in $(-\infty, \infty)$.
2. $\sin ^{2} x=\frac{1}{2}(1-\cos 2 x)=\frac{1}{2}-\frac{1}{2} \sum_{k=0}^{\infty}(-1)^{k} \frac{(2 x)^{2 k}}{(2 k)!}=\frac{1}{2}+\sum_{k=0}^{\infty}(-1)^{k+1} \frac{2^{2 k-1} x^{2 k}}{(2 k)!}$

Series is valid for $2 x$ in $(-\infty, \infty)$ and so for $x$ in $(-\infty, \infty)$.

These series can be confirmed to be the Maclaurin series of the given functions by direct computation.
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## Exercise 4-9

1-5: Find the Maclaurin series for $f(x)$ and state the radius of convergence.

1. $f(x)=e^{-2 x}$
2. $f(x)=x^{2} e^{2 x}$
3. $f(x)=\cos ^{2} x$
4. $f(x)=x^{2} \sin 4 x$
5. $f(x)=\cos \left(x^{3}\right)$

### 4.10 Taylor Series

Maclaurin series can be generalized by expanding in powers of $(x-a)^{k}$ rather than $x^{k}$ for some constant $a$. A similar argument to that before gives the following definition.

Definition: Given function $f(x)$ differentiable to all orders at $x=a$ the power series in $(x-a)$ given by

$$
f(x)=\sum_{k=0}^{\infty} \frac{f^{(k)}(a)}{k!}(x-a)^{k}=f(a)+f^{\prime}(a)(x-a)+\frac{f^{\prime \prime}(a)}{2!}(x-a)^{2}+\frac{f^{\prime \prime \prime}(a)}{3!}(x-a)^{3}+\cdots \frac{f^{(k)}(a)}{k!}(x-a)^{k}+\cdots
$$

is the Taylor Series for the function $f(x)$ at $\boldsymbol{a}$ (or about $a$ or centred on $a$ ).
The Taylor series expansion at $a$ will converge within some radius $R$ about $a$, i.e. for $|x-a|<R$.
We note that Maclaurin series is just a special case of the Taylor series when $a=0$.

## Example 4-42

Find the Taylor series of the given function at the specified value and determine the interval of convergence.

1. $f(x)=\cos x$ at $a=\frac{\pi}{2}$
2. $f(x)=e^{-2 x}$ at $a=-1$
3. $f(x)=\frac{1}{x}$ at $a=1$

## Solution:

1. Since the Taylor series about $x=a$ is $f(x)=\sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!}(x-a)^{n}$ we compute the following derivatives and evaluate them at $x=a=\frac{\pi}{2}$ :

$$
\begin{aligned}
f(x) & =\cos x, & f\left(\frac{\pi}{2}\right) & =\cos \frac{\pi}{2}=0 \\
f^{\prime}(x) & =-\sin x, & f^{\prime}\left(\frac{\pi}{2}\right) & =-\sin \frac{\pi}{2}=-1 \\
f^{\prime \prime}(x) & =-\cos x, & f^{\prime \prime}\left(\frac{\pi}{2}\right) & =-\cos \frac{\pi}{2}=0 \\
f^{\prime \prime \prime}(x) & =\sin x, & f^{\prime \prime \prime}\left(\frac{\pi}{2}\right) & =\sin \frac{\pi}{2}=1 \\
f^{(4)}(x) & =\cos x, & f^{(4)}\left(\frac{\pi}{2}\right) & =\cos \frac{\pi}{2}=0 \\
& \vdots & & \vdots \quad \text { (pattern repeats) }
\end{aligned}
$$

Thus the Taylor series is given by:

$$
\begin{aligned}
f(x) & =f\left(\frac{\pi}{2}\right)+f^{\prime}\left(\frac{\pi}{2}\right)\left(x-\frac{\pi}{2}\right)+\frac{1}{2!} f^{\prime \prime}\left(\frac{\pi}{2}\right)\left(x-\frac{\pi}{2}\right)^{2}+\frac{1}{3!} f^{\prime \prime \prime}\left(\frac{\pi}{2}\right)\left(x-\frac{\pi}{2}\right)^{3} \\
& +\frac{1}{4!} f^{(4)}\left(\frac{\pi}{2}\right)\left(x-\frac{\pi}{2}\right)^{4}+\ldots \\
\Longrightarrow \cos x & =(-1)\left(x-\frac{\pi}{2}\right)+\frac{1}{3!}(1)\left(x-\frac{\pi}{2}\right)^{3}+\frac{1}{5!}(-1)\left(x-\frac{\pi}{2}\right)^{5}+\ldots \\
\Longrightarrow \cos x & =-\left(x-\frac{\pi}{2}\right)+\frac{1}{3!}\left(x-\frac{\pi}{2}\right)^{3}-\frac{1}{5!}\left(x-\frac{\pi}{2}\right)^{5}+\ldots \\
\Longrightarrow \cos x & =\sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{(2 n+1)!}\left(x-\frac{\pi}{2}\right)^{2 n+1}
\end{aligned}
$$

To find the interval of convergence we will use the Ratio Test.

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n+2}\left(x-\frac{\pi}{2}\right)^{2 n+3}}{(2 n+3)!}}{\frac{(-1)^{n+1}\left(x-\frac{\pi}{2}\right)^{2 n+1}}{(2 n+1)!}}\right|=\lim _{n \rightarrow \infty} \frac{1}{(2 n+3)(2 n+2)}\left(x-\frac{\pi}{2}\right)^{2} \\
& =0 \cdot\left(x-\frac{\pi}{2}\right)^{2}=0<1 \text { for all } x
\end{aligned}
$$

Thus the interval of convergence is $I=(-\infty, \infty)$.
2. We compute the following derivatives and evaluate them at $x=a=-1$ :

$$
\begin{aligned}
f(x) & =e^{-2 x} \\
f^{\prime}(x) & =-2 e^{-2 x} \\
f^{\prime \prime}(x) & =4 e^{-2 x} \\
f^{\prime \prime \prime}(x) & =-8 e^{-2 x}
\end{aligned}
$$

$$
f(-1)=e^{2}
$$

$$
f^{\prime}(-1)=-2 e^{2}
$$

$$
f^{\prime \prime}(-1)=4 e^{2}
$$

$$
f^{\prime \prime \prime}(-1)=-8 e^{2}
$$

Therefore the Taylor series is

$$
\begin{aligned}
f(x) & =f(-1)+f^{\prime}(-1)(x-(-1))+\frac{1}{2!} f^{\prime \prime}(-1)(x-(-1))^{2}+\frac{1}{3!} f^{\prime \prime \prime}(-1)(x-(-1))^{3}+\ldots \\
\Longrightarrow e^{-2 x} & =e^{2}+\left(-2 e^{2}\right)(x+1)+\frac{1}{2!}\left(4 e^{2}\right)(x+1)^{2}+\frac{1}{3!}\left(-8 e^{2}\right)(x+1)^{3}+\ldots \\
\Longrightarrow e^{-2 x} & =e^{2}\left[1-2(x+1)+\frac{2^{2}}{2!}(x+1)^{2}-\frac{2^{3}}{3!}(x+1)^{3}+\ldots\right] \\
\Longrightarrow e^{-2 x} & =e^{2} \sum_{n=0}^{\infty}(-1)^{n} \frac{2^{n}}{n!}(x+1)^{n}
\end{aligned}
$$

Alternatively, if only the sigma form of the series is desired, one can substitute the result $f^{(n)}(-1)=(-1)^{n}(2)^{n} e^{2}$ obtained from analyzing the pattern of the derivative evaluation directly into the Taylor series formula.
To find the interval of convergence, we will use the Ratio Test.

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right| & =\lim _{n \rightarrow \infty}\left|\frac{\frac{(-1)^{n+1} 2^{n+1}(x+1)^{n+1}}{(n+1)!}}{\frac{(-1)^{n} 2^{n}(x+1)^{n}}{n!}}\right|=\lim _{n \rightarrow \infty} \frac{2}{n+1}|x+1| \\
& =0 \cdot|x+1|=0<1 \text { for all } x
\end{aligned}
$$

Therefore the interval of convergence is $I=(-\infty, \infty)$.
3. We compute the following derivatives and evaluate them at $x=a=1$ :

$$
\begin{aligned}
f(x) & =\frac{1}{x}, & f(1) & =\frac{1}{1}=1 \\
f^{\prime}(x) & =-\frac{1}{x^{2}}, & f^{\prime}(1) & =-1 \\
f^{\prime \prime}(x) & =\frac{2}{x^{3}}, & f^{\prime \prime}(1) & =2 \\
f^{\prime \prime \prime}(x) & =-\frac{6}{x^{4}}, & f^{\prime \prime \prime}(1) & =-6 \\
f^{(4)}(x) & =\frac{24}{x^{5}}, & f^{(4)}(1) & =24
\end{aligned}
$$

Thus the Taylor series is

$$
\begin{aligned}
f(x) & =f(1)+f^{\prime}(1)(x-1)+\frac{1}{2!} f^{\prime \prime}(1)(x-1)^{2}+\frac{1}{3!} f^{\prime \prime \prime}(1)(x-1)^{3} \\
& +\frac{1}{4!} f^{(4)}(1)(x-1)^{4}+\ldots \\
\Longrightarrow \frac{1}{x} & =1+(-1)(x-1)+\frac{1}{2!}(2)(x-1)^{2}-\frac{1}{3!}(-6)(x-1)^{3}+\frac{1}{4!}(24)(x-1)^{4}+\ldots \\
\Longrightarrow \frac{1}{x} & =1-(x-1)+(x-1)^{2}-(x-1)^{3}+(x-1)^{4}+\ldots \\
\Longrightarrow \frac{1}{x} & =\sum_{n=0}^{\infty}(-1)^{n}(x-1)^{n}
\end{aligned}
$$

Alternatively one can observe that $f^{(n)}(1)=(-1)^{n} n$ ! directly and place that in the Taylor series formula. Apply the Ratio Test to find the interval of convergence.

$$
\lim _{n \rightarrow \infty}\left|\frac{a_{n+1}}{a_{n}}\right|=\lim _{n \rightarrow \infty}\left|\frac{(-1)^{n+1}(x-1)^{n+1}}{(-1)^{n}(x-1)^{n}}\right|=\lim _{n \rightarrow \infty}|x-1|=|x-1|
$$

The Taylor series converges if

$$
|x-1|<1 \Longrightarrow-1<x-1<1 \Longrightarrow 0<x<2
$$

At $x=0$ the function $\frac{1}{x}$ is undefined and the series evaluates to the divergent series $\sum 1$. At $x=2$ the series evaluates to $\sum(-1)^{n}$ which also diverges by the Term Test for Divergence. Therefore the interval of convergence of the Taylor series is $I=(0,2)$.

## Further Questions:

Find the Taylor Series of the given function at the specified value and determine the interval of convergence.

1. $f(x)=\sin x$ at $a=\frac{\pi}{2}$
2. $f(x)=\ln x$ at $a=1$
3. $f(x)=e^{x}$ at $a=2$

Assuming convergence to $f(x)$, Taylor series gives us a mechanism for calculating trigonometric and other functions, namely by evaluating the first $n$ terms of the series at $x$. How many terms of the series are required for a good approximation will depend on the function, the value $a$ about which it is expanded, and $x$.

Tayor series allows expansion of the function $f$ about values other than $a=0$ which is useful for functions that are not defined at 0 . Also in general fewer terms of the expansion will be required for a good approximation if the Taylor series is generated about a value $a$ near the $x$ of interest. Indeed by truncating the Taylor series at the $k=1$ term

$$
f(x) \approx f(a)+f^{\prime}(a)(x-a)
$$

or at the $k=2$ term,

$$
f(x) \approx f(a)+f^{\prime}(a)(x-a)+\frac{f^{\prime \prime}(a)}{2!}(x-a)^{2}
$$

we are just reproducing the linear and quadratic approximations of a function at $x=a$ arrived at our previous course. In general truncating at the $k=n^{\text {th }}$ term,

$$
f(x) \approx f(a)+f^{\prime}(a)(x-a)+\frac{f^{\prime \prime}(a)}{2!}(x-a)^{2}+\frac{f^{\prime \prime \prime}(a)}{3!}(x-a)^{3}+\cdots+\frac{f^{(n)}(a)}{n!}(x-a)^{n}
$$

yields increasingly better approximations. The right hand side is called the $n^{\text {th }}$ Taylor polynomial of the function $f(x)$ at $a$. The following diagram shows the first four Taylor polynomials of $\sin x$ at $a=0$ (i.e. the Maclaurin series):


Here are the first four polynomials for the Taylor series of $\sin x$ at $a=\pi / 2$ :


One observes both the greater accuracy of the higher order approximations as well as the utility of expanding the Taylor series at a value $a$ near the $x$ at which you wish to approximate the function.

One useful result of Theorem $4-24$ is that it justifies our original proof for the coefficients for the Maclaurin series where (recall) we required the power series to be differentiable. Generalizing this result to Taylor series we have the following result:

Theorem 4-25: If function $f(x)$ is represented by the power series

$$
f(x)=\sum_{k=0}^{\infty} c_{k}(x-a)^{k}=c_{0}+c_{1}(x-a)+c_{2}(x-a)^{2}+\cdots
$$

on an open interval containing $a$ then the coefficients are the Taylor series coefficients $c_{k}=f^{(k)}(a) / k$ !, (i.e. $\left.f(x)=f(a)+f^{\prime}(a)(x-a)+\frac{f^{\prime \prime}(a)}{2!}(x-a)^{2}+\cdots\right)$.

In other words, if a function $f(x)$ has a power series that converges to $f(x)$ it will be the Taylor series. The theorem does not say, however, that the Taylor series at $a$ for a given function $f$ will necessarily converge to $f$. For instance define the continuous piecewise function:

$$
f(x)=\left\{\begin{array}{cl}
0 & \text { if } x<-\pi / 2 \\
\cos x & \text { if }-\pi / 2 \leq x \leq \pi / 2 \\
0 & \text { if } x>\pi / 2
\end{array}\right.
$$

Then $f$ will have the same Taylor series at $a=0$ (i.e. Maclaurin series) as the function $\cos x$. However that series clearly cannot represent both functions. One must determine that the Taylor series for $f$ at $a$ really does converge to the function.

Theorem 4-26: If a function $f$ has derivatives to all orders in an interval centred on $a$, then

$$
f(x)=\sum_{k=0}^{\infty} \frac{f^{(k)}(a)}{k!}(x-a)^{k}
$$

will hold on the interval if and only if

$$
\lim _{n \rightarrow \infty} R_{n}(x)=0
$$

for all $x$ in the interval, where

$$
R_{n}(x)=f(x)-\sum_{k=0}^{n} \frac{f^{(k)}(a)}{k!}(x-a)^{k}
$$

## Exercise 4-10

Answers:
Page 181

1-5: Find the Taylor series for $f(x)$ centered at the given value of $a$.

1. $f(x)=e^{-x}, a=\ln 3$
2. $f(x)=\sin \pi x, a=\frac{1}{2}$
3. $f(x)=\ln x, a=e$
4. $f(x)=2^{x}, a=1$
5. $f(x)=\ln (3+x), a=1$

Answers:
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## Chapter 4 Review Exercises

1-3: Determine whether the given sequence is convergent or divergent.

1. $a_{n}=\frac{2 n}{3 n+5}$
2. $a_{n}=\ln \left(\frac{3}{2 n+1}\right)$
3. $a_{n}=\sqrt{4 n^{2}+5 n}-2 n$

4-5: Determine whether the infinite sequence is increasing, decreasing or not monotonic.
4. $a_{n}=\frac{n+1}{5 n+3}$
5. $a_{n}=n^{2} e^{-6 n}$

6-20: Determine whether the infinite series is convergent or divergent.
6. $\sum_{n=1}^{\infty} \frac{4 n}{n^{4}+7}$
14. $\sum_{n=1}^{\infty} \frac{(-3)^{n}}{n^{3}}$
7. $\sum_{n=1}^{\infty} \frac{2 n}{n^{2}+10}$
15. $\sum_{n=1}^{\infty}(-1)^{n} \frac{n+3}{(n+1)(n+2)}$
8. $\sum_{n=1}^{\infty} \frac{7+6^{n}}{4^{n}}$
16. $\sum_{n=1}^{\infty}(-1)^{n-1} \frac{2^{n}}{n^{3}+4}$
9. $\sum_{n=1}^{\infty}\left[\frac{5}{n(n+1)}-2^{-n}\right]$
17. $\sum_{n=1}^{\infty} \frac{200-n}{n!}$
10. $\sum_{n=1}^{\infty} \frac{10}{4 n+3}$
11. $\sum_{n=1}^{\infty} n^{3} e^{-2 n^{4}}$
18. $\sum_{n=1}^{\infty}(-1)^{n} \frac{3}{n^{2}(\ln n)^{4}}$
12. $\sum_{n=1}^{\infty} \frac{5 n^{2}+6}{n^{2} e^{n}}$
19. $\sum_{n=1}^{\infty} \frac{(n+2)!}{e^{n^{2}}}$
13. $\sum_{n=1}^{\infty}(-1)^{n} \frac{\sqrt{2 n+3}}{6 n+7}$
20. $\sum_{n=1}^{\infty}\left(\frac{3 n-5}{5 n+6}\right)^{n}$

21-24: Find the interval and the radius of convergence of the power series.
21. $\sum_{n=1}^{\infty}(-1)^{n} \frac{(x-4)^{3 n}}{(3 n+1)!}$
22. $\sum_{n=0}^{\infty} \frac{1}{n^{2}}(x-7)^{n}$
23. $\sum_{n=0}^{\infty} \frac{1}{\sqrt[3]{n}}(x-10)^{n}$
24. $\sum_{n=0}^{\infty} \frac{1}{n^{2}+3}(2 x+9)^{n}$

25-26: Find the Maclaurin series for $f(x)$ and state the radius of convergence.
25. $f(x)=\sin ^{2} x$
26. $f(x)=x e^{-5 x}$

27-28: Find the Taylor series for $f(x)$ centered at the given value of $a$.
27. $f(x)=e^{-5 x}, a=2$
28. $f(x)=\ln (x+2), a=0$

## Answers

## Chapter 1 Review Exercises (page 7)

1. $\frac{1}{4} x^{4}+2 \sqrt{x}-\frac{5}{2 x^{2}}+C$
2. $\frac{1}{3}(2 x+5)^{3 / 2}+C$
3. $\frac{2}{7} x^{7 / 2}+x+2 x^{1 / 2}+C$
4. $\frac{2101}{5}$
5. $2 \sec \sqrt{x}+C$
6. $\frac{1}{3} \frac{1}{2+\cos 3 x}+C$
7. $\frac{1}{12}$
8. $\frac{9}{2}$
9. $\frac{15}{4}$
10. $-\frac{1}{(1+\sqrt{x})^{2}}+\frac{2}{3(1+\sqrt{x})^{3}}+C$
11. $-\frac{1}{3} \cos \left(x^{3}+2\right)+C$
12. $\frac{1}{7}(x+4)^{7}-\frac{2}{3}(x+4)^{6}+C$

## Exercise 2-1 (page 18)

1. $f^{-1}(x)=\sqrt[3]{\frac{x-5}{2}}$
2. $f^{-1}(x)=\frac{x}{3 x-2}$
3. $f^{-1}(x)=\frac{1}{2}\left(x^{2}+3\right)$
4. $f^{-1}(x)=\sqrt[3]{x^{1 / 7}-2}$
5. (b) $f^{-1}(x)=\sqrt[5]{x-4}$, Domain $=(-\infty, \infty)$, Range $=(-\infty, \infty)$
6. (b) $f^{-1}(x)=\frac{3-x}{2 x-1}$, Domain $=\mathbb{R}-\left\{\frac{1}{2}\right\}$, Range $=\mathbb{R}-\left\{-\frac{1}{2}\right\}$
7. (b) $f^{-1}(x)=\left(\frac{1-2 x}{x-1}\right)^{2}$, Domain $=\left(\frac{1}{2}, 1\right)$, Range $=[0, \infty)$
8. $\left(f^{-1}\right)^{\prime}(7)=\frac{1}{6}$
9. $\left(f^{-1}\right)^{\prime}(4)=1$
10. $\left(f^{-1}\right)^{\prime}(11)=\frac{12}{13}$

## Exercise 2-2 (page 25)

1. $\infty$
2. 0
3. 1
4. $f^{\prime}(x)=\left(4 x^{3}-2 x^{4}-2\right) e^{-2 x}$
5. $g^{\prime}(t)=-6 e^{-3 t}-\frac{2}{t^{3}}$
6. $y^{\prime}=\frac{2 e^{x}}{\left(e^{x}+3\right)^{2}}$
7. $f^{\prime}(x)=-\left(2 e^{2 x}+1\right) \sin \left(e^{2 x}+x\right)$
8. $g^{\prime}(x)=e^{x} \sec ^{2}\left(e^{x}\right)+\sec ^{2} x e^{\tan x}$
9. $y^{\prime}=\left(x+e^{2 x}\right)\left(x^{2}+e^{2 x}\right)^{-1 / 2} \cos \sqrt{x^{2}+e^{2 x}}$
10. $f^{\prime}(x)=\frac{4}{\left(e^{x}+3 e^{-x}\right)^{2}}$
11. $y=2 x-1$
12. $y=-\frac{e}{e-1} x+\frac{2 e-1}{e-1}$
13. $\frac{1}{4} e^{4 x}+2 e^{x}-\frac{1}{2} e^{-2 x}+C$
14. $\frac{1}{2} e^{x^{2}}+C$
15. $-\cos \left(e^{x}\right)+C$
16. $\frac{1}{3} e^{3 x}+2 e^{x}-e^{-x}+C$
17. $\frac{1}{9}-\frac{1}{3\left(e^{3}+2\right)}$
18. $2 e^{2}-2 e$
19. $\tan x+e^{\tan x}+C$
20. $-\frac{1}{2\left(e^{2 x}+1\right)}+C$

## Exercise 2-3 (page 38)

1. $4\left[\log _{5}(x+1)-\log _{5}(2 x+3)\right]$
2. $2 \ln (x+1)+\frac{1}{2} \ln (x+4)-\frac{1}{3} \ln (x+2)$
3. $2 x+3 \ln (2 x+1)-\frac{1}{2} \ln \left(e^{x}+1\right)$
4. $\ln \frac{2 x}{\left(e^{x}+2\right)^{3} \sqrt{x+4}}$
5. $\log _{10} \frac{\left(x^{2}+1\right)^{3} \sqrt[3]{x+4}}{\sqrt[4]{3 x^{2}+5}}$
6. $\ln \frac{x^{3}\left(x^{3}+2\right)^{2 / \ln 3}}{\sqrt{3 x+1}}$
7. $x= \pm \sqrt{e^{4}-3}$
8. $x=\ln 3, x=\ln 2$
9. $x=1$
10. $x=\ln 4$
11. $x=\frac{\ln 5}{1+\ln 2}$
12. (a) Domain $=(-\infty, \infty)$, Range $=(\sqrt{2}, \infty)$
(b) $f^{-1}(x)=\ln \frac{x^{2}-2}{3}$, Domain $=(\sqrt{2}, \infty)$
13. (a) Domain $=\left(-\frac{2}{3}, \infty\right)$, Range $=(-\infty, \infty)$
(b) $f^{-1}(x)=\frac{e^{x}-2}{3}$, Domain $=(-\infty, \infty)$
14. (a) Domain $=(-\infty, \infty)$, Range $=\left(-\frac{2}{3}, 1\right)$
(b) $f^{-1}(x)=\ln \left(\frac{3 x+2}{1-x}\right)$, Domain $=\left(-\frac{2}{3}, 1\right)$
15. (a) Domain $=\mathbb{R}-\left\{e^{-2}\right\}$, Range $=\mathbb{R}-\{1\}$
(b) $f^{-1}(x)=e^{\frac{1-2 x}{x-1}}$, Domain $=\mathbb{R}-\{1\}$
16. $f^{\prime}(x)=\frac{2 x+e^{x}}{x^{2}+e^{x}}$
17. $y^{\prime}=\frac{\cos x+3}{(\ln 4)(\sin x+3 x)}$
18. $g^{\prime}(t)=10^{t+2}(\ln 10) \ln (\ln t+5)+\frac{10^{t+2}}{t(\ln t+5)}$
19. $f^{\prime}(x)=\frac{2}{x}+\frac{x}{x^{2}+3}+\frac{3 e^{3 x}}{e^{3 x}+1}$
20. $y^{\prime}=\frac{e^{2 x} \sqrt{x^{2}+5}}{\sqrt[3]{x+1}}\left[2+\frac{x}{x^{2}+5}-\frac{1}{3(x+1)}\right]$
21. $f^{\prime}(x)=\left(x^{2}+e^{x}\right)^{\ln x}\left[\frac{\ln \left(x^{2}+e^{x}\right)}{x}+\frac{\left(2 x+e^{x}\right) \ln x}{x^{2}+e^{x}}\right]$
22. $y^{\prime}=x^{\sin x}\left[\cos x \ln x+\frac{\sin x}{x}\right]$
23. $-\sqrt{e^{-2 x}+3}+C$
24. $\ln \left|e^{x}+5\right|+C$
25. $\ln \frac{11}{9}$
26. $-\frac{1}{(2+\ln x)^{2}}+C$
27. $\frac{5^{x^{2}+x}}{\ln 5}+C$
28. $\frac{180}{\ln 10}$
29. $-\frac{1}{2} \ln |3+\cos 2 x|+C$
30. $-\frac{1}{(\ln x)^{3}}+C$
31. $\frac{(\ln x)^{2}}{2 \ln 4}+C$

## Exercise 2-4 (page 44)

1. (a) $k=\frac{\ln 2}{5}$
(b) $P(20)=3200$ bacteria
2. $P(2)=225$ deer
3. (a) $k=0.02469$
(b) $P(9)=73465$
4. (a) $k=-\frac{\ln 2}{9.45}=-0.07334890$
(b) $t=18.9$ minutes
5. $k=-0.0743811, m(24)=67.10 \mathrm{mg}$
6. The half-life is 2.31 days.

## Exercise 2-5 (page 53)

1. $\frac{\pi}{4}$
2. $\frac{\pi}{4}$
3. $\frac{\sqrt{3}}{2}$
4. $\frac{\sqrt{1-x^{2}}}{x}$
5. $f^{\prime}(x)=\frac{e^{x}}{\sqrt{1-\left(e^{x}+2\right)^{2}}}$
6. $y^{\prime}=-\frac{1}{x \sqrt{1-(\ln x+5)^{2}}}$
7. $g^{\prime}(x)=\frac{\cos x}{1+\sin ^{2} x}$
8. $y^{\prime}=\left(\sin ^{-1} x\right)^{\ln x}\left[\frac{\ln \left(\sin ^{-1} x\right)}{x}+\frac{\ln x}{\sin ^{-1} x \sqrt{1-x^{2}}}\right]$
9. $y^{\prime}=-\frac{y\left(1+y^{2}\right)}{1+\left(x+e^{y}\right)\left(1+y^{2}\right)}$
10. $y^{\prime}=\frac{2 x-\frac{1}{\sqrt{1-x^{2}}}}{\frac{1}{\sqrt{1-y^{2}}}-2 y}$
11. $f^{\prime}(x)=\frac{1}{x \sqrt{4 x^{2}-1}}$
12. $\frac{1}{\sqrt{6}} \tan ^{-1}\left(\sqrt{\frac{2}{3}} e^{x}\right)+C$
13. $\frac{2}{\sqrt{5}} \tan ^{-1}\left(\frac{\ln x}{\sqrt{5}}\right)+C$
14. $\frac{3}{2} \sin ^{-1}\left(x^{2}\right)+C$
15. $\ln \left(x^{2}+5\right)+\frac{3}{\sqrt{5}} \tan ^{-1}\left(\frac{x}{\sqrt{5}}\right)+C$
16. $\frac{1}{2}\left(\sin ^{-1} x\right)^{2}+C$
17. $\sin ^{-1}(\tan x)+C$
18. $\sqrt{2} \tan ^{-1}\left(\frac{\sqrt{x}}{\sqrt{2}}\right)+C$
19. $\sec ^{-1}\left(e^{x}\right)+C$
20. $\frac{\pi}{6}$

## Exercise 2-6 (page 60)

1. $\frac{7}{5}$
2. $\frac{3}{5}$
3. 0
4. $\frac{1}{5}$
5. 0
6. 3
7. 0
8. 0
9. $-\infty$
10. -1
11. $\infty$
12. $\ln \frac{1}{2}$
13. $e^{-10}$
14. 1
15. 1
16. 1

## Chapter 2 Review Exercises (page 61)

1. (a) $f\left(x_{1}\right)=f\left(x_{2}\right) \Longrightarrow 3+\frac{1}{x_{1}^{3}}=3+\frac{1}{x_{2}^{3}} \Longrightarrow \frac{1}{x_{1}^{3}}=\frac{1}{x_{2}^{3}} \Longrightarrow x_{1}^{3}=x_{2}^{3} \Longrightarrow x_{1}=x_{2}$
(b) $g(x)=f^{-1}(x)=\sqrt[3]{\frac{1}{x-3}}$
(c) $g^{\prime}(11)=\frac{1}{f^{\prime}(g(11))}=\frac{1}{f^{\prime}(1 / 2)}=\frac{1}{-3(1 / 2)^{-4}}=-\frac{1}{48}$
2. $f^{\prime}(x)=\frac{2\left(e^{3 x}+4\right)-3 x e^{3 x}(2 \ln x+5)}{x\left(e^{3 x}+4\right)^{2}}$
3. $f^{\prime}(t)=\frac{4 t^{3}+2 e^{2 t}}{t^{4}+e^{2 t}+1}$
4. $g^{\prime}(x)=\frac{1}{3}\left[\frac{1}{x+1}-\frac{2}{2 x+4}\right]$
5. $F^{\prime}(0)=2$
6. $f^{\prime \prime}(x)=2 e^{-x^{2}}-10 x^{2} e^{-x^{2}}+4 x^{4} e^{-x^{2}}$
7. $y^{\prime}=(2 x+3)^{4 x}\left[4 \ln (2 x+3)+\frac{8 x}{2 x+3}\right]$
8. $f^{\prime}(t)=(\ln 10)\left(e^{t}\right) 10^{e^{t}}$
9. $y^{\prime}=(\ln x)^{\cos x}\left[-\sin x \ln (\ln x)+\frac{\cos x}{x \ln x}\right]$
10. $y^{\prime}=\frac{x y^{2} e^{x y}-y}{x-x^{2} y e^{x y}}$
11. $f^{\prime}(x)=\frac{x e^{x}+1}{x+x\left(e^{x}+\ln x\right)^{2}}$
12. $g^{\prime}(t)=\frac{\sec ^{2} t}{\sqrt{1-(\tan t+3)^{2}}}$
13. $h^{\prime}(x)=-\frac{1}{\ln 10} \frac{1}{\left(\cos ^{-1} x+1\right) \sqrt{1-x^{2}}}$
14. $\frac{1}{2} e^{4 \sqrt{x}}+C$
15. $\frac{1}{4}(2 x+1)^{2}-(2 x+1)+\frac{1}{2} \ln |2 x+1|+C$
16. $\frac{4^{x} e^{2 x}}{\ln \left(4 e^{2}\right)}+C$
17. $\frac{1}{\ln 4}\left[4\left(4^{x}\right)+\sin 4^{x}\right]+C$
18. $\frac{1}{2}\left[\tan ^{-1}\left(e^{2}\right)-\frac{\pi}{4}\right]$
19. $\sin ^{-1}\left(\frac{\sin x}{\sqrt{3}}\right)+C$
20. $\ln |\sec (\ln x)|+C$
21. $-\sqrt{16-x^{2}}+2 \sin ^{-1}\left(\frac{x}{4}\right)+C$
22. $\frac{1}{3} \sec ^{-1}\left(x^{2}\right)+C$
23. $\frac{\pi}{4}$
24. $\left(\frac{\sqrt{3}}{2}, \frac{\pi}{3}\right),\left(-\frac{\sqrt{3}}{2},-\frac{\pi}{3}\right)$
25. $\infty$
26. 1
27. 1
28. $\infty$
29. $e$
30. $e^{2}$
31. $\ln \frac{5}{2}$
32. 64000 bacteria
33. $\lambda=-k=-\ln (3 / 4) \frac{1}{\mathrm{hr}} \Longrightarrow t=\frac{1}{k} \ln (30 / 400) \approx 9.0039$ hours

## Exercise 3-1 (page 67)

1. $-\frac{1}{5} x^{2} e^{-5 x}-\frac{2}{25} x e^{-5 x}-\frac{2}{125} e^{-5 x}+C$
2. $\frac{1}{3} x^{3} \cos ^{-1} x-\frac{1}{3}\left(1-x^{2}\right)^{1 / 2}+\frac{1}{9}\left(1-x^{2}\right)^{3 / 2}+C$
3. $t e^{2 \sqrt{t}}-\sqrt{t} e^{2 \sqrt{t}}+\frac{1}{2} e^{2 \sqrt{t}}+C$
4. $\frac{1}{11} x^{11} \ln x-\frac{1}{121} x^{11}+C$
5. $-\frac{1}{3} x^{3} \cos \left(x^{3}\right)+\frac{1}{3} \sin \left(x^{3}\right)+C$
6. $-\frac{1}{5} e^{2 x} \cos 4 x+\frac{1}{10} e^{2 x} \sin 4 x+C$
7. $\frac{\sqrt{3} \pi}{3}-\frac{\pi}{4}-\frac{1}{2} \ln 2$
8. $\frac{1}{10} x \sin (3 \ln x)-\frac{3}{10} x \cos (3 \ln x)+C$
9. $\frac{1}{\ln 5} x^{2} 5^{x}-\frac{2}{(\ln 5)^{2}} x 5^{x}+\frac{2}{(\ln 5)^{3}} 5^{x}+C$
10. $\frac{\sqrt{3} \pi}{3}-\ln 2$

## Exercise 3-2 (page 73)

1. $-\frac{1}{11} \cos ^{11} x+\frac{2}{13} \cos ^{13} x-\frac{1}{15} \cos ^{15} x+C$
2. $\frac{1}{5} \sin ^{5} x-\frac{1}{7} \sin ^{7} x+C$
3. $\frac{3}{8} x-\frac{1}{4} \sin 2 x+\frac{1}{32} \sin 4 x+C$
4. $\frac{1}{5} \tan ^{5} x+\frac{1}{7} \tan ^{7} x+C$
5. $\frac{1}{9} \sec ^{9} x-\frac{2}{7} \sec ^{7} x+\frac{1}{5} \sec ^{5} x+C$
6. $-\frac{1}{3} \cot ^{3} x-\frac{1}{5} \cot ^{5} x+C$
7. $\frac{1}{3} \tan ^{3} x-\tan x+x+C$
8. $-\frac{1}{4} \cos 2 x-\frac{1}{32} \cos 16 x+C$
9. $\frac{1}{4} \sin 2 x-\frac{1}{16} \sin 8 x+C$
10. $\frac{1}{2} \sin x+\frac{1}{18} \sin 9 x+C$

## Exercise 3-3 (page 77)

1. $8 \sin ^{-1}\left(\frac{x}{4}\right)+\frac{1}{2} x \sqrt{16-x^{2}}+C$
2. $\sqrt{9+x^{2}}+3 \ln \left|\sqrt{9+x^{2}}-3\right|-3 \ln |x|+C$
3. $\frac{\sqrt{x^{2}-1}}{x}-\frac{1}{3}\left(\frac{\sqrt{x^{2}-1}}{x}\right)^{3}+C$
4. $\frac{1}{256}\left[\frac{u}{\sqrt{16-u^{2}}}+\frac{1}{3}\left(\frac{u}{\sqrt{16-u^{2}}}\right)^{3}\right]+C$
5. $\frac{1}{2} \ln \left|2 x+\sqrt{4 x^{2}-9}\right|+C$
6. $\ln \left|\sqrt{4+x^{2}}+x\right|-\frac{x}{\sqrt{4+x^{2}}}+C$
7. $\frac{5}{6 \sqrt{3}} \sin ^{-1}\left(\sqrt{\frac{3}{5}} x\right)-\frac{1}{6} x \sqrt{5-3 x^{2}}+C$
8. $\frac{1}{\sqrt{2}} \tan ^{-1}\left(\frac{x-2}{\sqrt{2}}\right)+C$
9. $-\frac{1}{3}\left(x^{2}-6 x+15\right)^{-3 / 2}+\frac{1}{12} \frac{x-3}{\sqrt{x^{2}-6 x+15}}-\frac{1}{36}\left(\frac{x-3}{\sqrt{x^{2}-6 x+15}}\right)^{3}+C$
10. $\frac{4-x}{2 \sqrt{4-4 x-x^{2}}}+C$

## Exercise 3-4 (page 88)

1. $-2 \ln |x-2|+3 \ln |x-3|+C$
2. $\frac{1}{2} x^{2}+\frac{13}{3} \ln |x+3|+\frac{14}{3} \ln |x-3|+C$
3. $\frac{21}{27} \ln |x-1|-\frac{2}{3} \frac{1}{x-1}-\frac{7}{9} \ln |x+2|+C$
4. $\ln |x+1|-\frac{1}{2} \ln \left|x^{2}+1\right|+3 \tan ^{-1} x+C$
5. $-\ln |x|+\frac{1}{2} \ln \left|x^{2}+3\right|-\frac{3}{2} \frac{1}{x^{2}+3}+\frac{\sqrt{3}}{18} \tan ^{-1} \frac{x}{\sqrt{3}}+\frac{1}{6} \frac{x}{x^{2}+3}+C$
6. $\frac{x^{2}}{2}+3 x+7 \ln |x-1|-\frac{6}{x-1}-\frac{3}{2} \frac{1}{(x-1)^{2}}+C$
7. $-\frac{2}{x}-\frac{2}{\sqrt{5}} \tan ^{-1}\left(\frac{x}{\sqrt{5}}\right)+C$
8. $\frac{x^{3}}{3}-3 x+\frac{2}{x}+\frac{1}{2} \ln \left|x^{2}+3\right|+\frac{11}{\sqrt{3}} \tan ^{-1}\left(\frac{x}{\sqrt{3}}\right)+C$
9. $-\frac{1}{2} \ln \left|x^{2}+3\right|-\frac{1}{\sqrt{3}} \tan ^{-1}\left(\frac{x}{\sqrt{3}}\right)+\frac{1}{2} \ln \left|x^{2}+1\right|+2 \tan ^{-1} x+C$
10. $\ln |x-1|+\frac{1}{2} \ln \left|x^{2}+1\right|-3 \tan ^{-1} x+C$

## Exercise 3-5 (page 91)

1. $2 e^{\sqrt{x}}+C$
2. $-2 \sqrt{x+5} \cos \sqrt{x+5}+2 \sin \sqrt{x+5}+C$
3. $3+e^{x}-3 \ln \left|3+e^{x}\right|+C$
4. $\frac{1}{3 \sqrt{5}} \tan ^{-1}\left(\frac{e^{3 x}}{\sqrt{5}}\right)+C$
5. $2-6 \ln 5+6 \ln 4$
6. $\frac{6}{5} \ln |\sin x-3|+\frac{4}{5} \ln |\sin x+2|+C$
7. $\frac{1}{2} \ln \left|x^{2}+1\right|-\frac{2}{x^{2}+1}+C$
8. $\ln \left|\frac{\sqrt{e^{2 x}+4 e^{x}+6}}{\sqrt{2}}+\frac{e^{x}+2}{\sqrt{2}}\right|+C$
9. $\frac{\ln 6}{2}+\frac{1}{\sqrt{2}} \tan ^{-1} \sqrt{2}-\frac{1}{2} \ln 3-\frac{1}{\sqrt{2}} \tan ^{-1}\left(\frac{1}{\sqrt{2}}\right)$
10. $-\frac{2}{(x+1)^{2}+8}-\frac{\sqrt{8}}{32} \tan ^{-1}\left(\frac{x+1}{\sqrt{8}}\right)-\frac{1}{4} \frac{x+1}{(x+1)^{2}+8}+C$

## Exercise 3-6 (page 99)

1. convergent
2. convergent
3. divergent
4. convergent
5. convergent
6. convergent
7. convergent
8. divergent
9. divergent
10. divergent

## Chapter 3 Review Exercises (page 100)

1. $\frac{1}{2} x^{2} \tan ^{-1} x-\frac{1}{2} x+\frac{1}{2} \tan ^{-1} x+C$
2. $\frac{1}{3} \sec ^{3} x+C$
3. $6 \ln 2-2$
4. $\frac{1}{1296}\left[\frac{x}{\sqrt{x^{2}+36}}-\frac{1}{3}\left(\frac{x}{\sqrt{x^{2}+36}}\right)^{3}\right]+C$
5. $-\frac{1}{3} \frac{1}{(x+1)^{3}}+\frac{3}{4} \frac{1}{(x+1)^{4}}+C$
6. $2 \ln |x|-\ln \left|x^{2}+2\right|+C$
7. $\ln \left|\frac{\sqrt{x^{2}+6 x+12}+x+3}{\sqrt{3}}\right|+C$
8. $\frac{1}{2}+\ln \frac{3}{2}$
9. $-5 \ln |x-1|+6 \ln |x-2|+3 \ln |x-3|+C$
10. $-\ln \left|x^{2}+1\right|+3 \tan ^{-1} x+4 \ln \left|x^{2}+4\right|-\frac{7}{2} \tan ^{-1}\left(\frac{x}{2}\right)+C$
11. $\frac{2}{7} x^{7 / 2} \ln x-\frac{4}{49} x^{7 / 2}+C$
12. $\ln \left|\sqrt{1+\sin ^{2} x}+\sin x\right|+C$
13. convergent
14. convergent
15. convergent

## Exercise 4-1 (page 110)

1. $a_{1}=\frac{4}{7}, a_{2}=\frac{20}{21}, a_{3}=\frac{54}{59}, a_{4}=\frac{112}{133}, \lim _{n \rightarrow \infty} a_{n}=\frac{1}{2}$
2. $a_{1}=\frac{2 e}{3 e+1}, a_{2}=\frac{2 e^{2}}{3 e^{2}+1}, a_{3}=\frac{2 e^{3}}{3 e^{3}+1}, a_{4}=\frac{2 e^{4}}{3 e^{4}+1}, \lim _{n \rightarrow \infty} a_{n}=\frac{2}{3}$
3. $a_{1}=-\frac{4}{7}, a_{2}=\frac{7}{16}, a_{3}=-\frac{12}{37}, a_{4}=\frac{19}{76}, \lim _{n \rightarrow \infty} a_{n}=0$
4. $\lim _{n \rightarrow \infty} a_{n}=\frac{1}{2}$, convergent
5. $\lim _{n \rightarrow \infty} a_{n}=0$, convergent
6. $\lim _{n \rightarrow \infty} a_{n}=0$, convergent
7. $\lim _{n \rightarrow \infty} a_{n}=0$, convergent
8. decreasing
9. increasing
10. increasing

## Exercise 4-2 (page 117)

1. convergent, Sum $=6$
2. divergent
3. divergent
4. convergent, $\mathrm{Sum}=20$
5. convergent, Sum $=\frac{3}{4}$

## Exercise 4-3 (page 128)

1. divergent
2. convergent
3. convergent
4. divergent
5. divergent
6. convergent

Exercise 4-4 (page 131)

1. convergent
2. convergent
3. divergent
4. convergent
5. divergent
6. divergent
7. convergent

Exercise 4-5 (page 137)
6. divergent
7. convergent, $\mathrm{Sum}=6$
8. divergent
9. divergent
10. divergent
3. divergent
9. convergent
10. convergent

1. divergent
2. convergent
3. convergent
4. divergent
5. convergent
6. convergent
7. absolutely convergent
8. absolutely convergent
9. absolutely convergent
10. divergent
11. divergent
12. absolutely convergent

## Exercise 4-6 (page 142)

1. divergent
2. divergent
3. conditionally convergent
4. absolutely convergent
5. absolutely convergent
6. absolutely convergent
7. divergent
8. divergent
9. divergent
10. absolutely convergent
11. divergent
12. conditionally convergent
13. convergent
14. absolutely convergent

## Exercise 4-7 (page 150)

1. $I=[-1,1), R=1$
2. $I=[0,2], R=1$
3. $I=(-\infty, \infty), R=\infty$
4. $I=\left(-\frac{1}{2}, 1\right), \quad R=\frac{3}{4}$
5. $I=\{1\}, R=0$

## Exercise 4-8 (page 156)

1. $\sum_{n=0}^{\infty}(-1)^{n} x^{2 n}, I=(-1,1)$
2. $\sum_{n=0}^{\infty} \frac{4^{n}}{5^{n+1}} x^{n+1}, I=\left(-\frac{5}{4}, \frac{5}{4}\right)$
3. $\sum_{n=0}^{\infty}(-1)^{n} \frac{1}{2^{n+1}} x^{2 n+1}, I=(-\sqrt{2}, \sqrt{2})$
4. $-\frac{1}{6} \sum_{n=0}^{\infty}(-1)^{n} \frac{n 3^{n}}{2^{n}} x^{n-1}, I=\left(-\frac{2}{3}, \frac{2}{3}\right)$
5. $\sum_{n=0}^{\infty}(-1)^{n} \frac{2^{n+1}}{(n+1) 3^{n+1}} x^{n+1}+\ln 3, I=\left(-\frac{3}{2}, \frac{3}{2}\right)$

## Exercise 4-9 (page 160)

1. $\sum_{n=0}^{\infty}(-1)^{n} \frac{2^{n}}{n!} x^{n}, R=\infty$
2. $\sum_{n=0}^{\infty} \frac{2^{n}}{n!} x^{n+2}, R=\infty$
3. $\frac{1}{2}+\frac{1}{2} \sum_{n=0}^{\infty}(-1)^{n} \frac{2^{2 n}}{(2 n)!} x^{2 n}, R=\infty$
4. $\sum_{n=0}^{\infty}(-1)^{n} \frac{4^{2 n+1}}{(2 n+1)!} x^{2 n+3}, \quad R=\infty$
5. $\sum_{n=0}^{\infty}(-1)^{n} \frac{1}{(2 n)!} x^{6 n}, \quad R=\infty$

## Exercise 4-10 (page 165)

1. $\frac{1}{3}-\frac{1}{3}(x-\ln 3)+\frac{1}{6}(x-\ln 3)^{2}-\frac{1}{18}(x-\ln 3)^{3}+\ldots$
2. $1-\frac{\pi^{2}}{2!}\left(x-\frac{1}{2}\right)^{2}+\frac{\pi^{4}}{4!}\left(x-\frac{1}{2}\right)^{4}+\ldots$
3. $1+\frac{1}{e}(x-e)-\frac{1}{2 e^{2}}(x-e)^{2}+\frac{1}{3 e^{3}}(x-e)^{3}+\ldots$
4. $2+2 \ln 2(x-1)+(\ln 2)^{2}(x-1)^{2}+\frac{1}{3}(\ln 2)^{3}(x-1)^{3}+\ldots$
5. $\ln 4+\frac{1}{4}(x-1)-\frac{1}{32}(x-1)^{2}+\frac{1}{192}(x-1)^{3}+\ldots$

## Chapter 4 Review Exercises (page 166)

1. convergent
2. convergent
3. divergent
4. convergent
5. convergent
6. convergent
7. decreasing
8. divergent
9. decreasing
10. convergent
11. convergent
12. divergent
13. divergent
14. convergent
15. divergent
16. convergent
17. convergent
18. convergent
19. divergent
20. convergent
21. $I=(-\infty, \infty), R=\infty$
22. $I=[6,8], R=1$
23. $I=[9,11), R=1$
24. $I=[-5,-4], R=\frac{1}{2}$
25. $\frac{1}{2}-\frac{1}{2} \sum_{n=0}^{\infty}(-1)^{n} \frac{2^{2 n}}{(2 n)!} x^{2 n}, \quad R=\infty$
26. $\sum_{n=0}^{\infty}(-1)^{n} \frac{5^{n}}{n!} x^{n+1}, R=\infty$
27. $\sum_{n=0}^{\infty}(-1)^{n} \frac{5^{n} e^{-10}}{n!}(x-2)^{n}$
28. $\ln 2+\frac{1}{2} x-\frac{1}{8} x^{2}+\frac{1}{24} x^{3}+\ldots$

## Table of Derivatives

1. $\frac{d}{d x}(c)=0$
2. $\frac{d}{d x}\left(x^{n}\right)=n x^{n-1}$
3. $\frac{d}{d x}\left(e^{x}\right)=e^{x}$
4. $\frac{d}{d x}\left(a^{x}\right)=a^{x} \ln a$
5. $\frac{d}{d x}(\ln x)=\frac{1}{x}$
6. $\frac{d}{d x}\left(\log _{a} x\right)=\frac{1}{x \ln a}$
7. $\frac{d}{d x}(\sin x)=\cos x \quad$ 10. $\frac{d}{d x}(\sec x)=\sec x \tan x$
8. $\frac{d}{d x}(\cos x)=-\sin x$
9. $\frac{d}{d x}(\csc x)=-\csc x \cot x$
10. $\frac{d}{d x}(\tan x)=\sec ^{2} x$
11. $\frac{d}{d x}(\cot x)=-\csc ^{2} x$
12. $\frac{d}{d x}\left(\sin ^{-1} x\right)=\frac{1}{\sqrt{1-x^{2}}}$
13. $\frac{d}{d x}\left(\sec ^{-1} x\right)=\frac{1}{x \sqrt{x^{2}-1}}$
14. $\frac{d}{d x}\left(\cos ^{-1} x\right)=-\frac{1}{\sqrt{1-x^{2}}}$
15. $\frac{d}{d x}\left(\csc ^{-1} x\right)=-\frac{1}{x \sqrt{x^{2}-1}}$
16. $\frac{d}{d x}\left(\tan ^{-1} x\right)=\frac{1}{1+x^{2}}$
17. $\frac{d}{d x}\left(\cot ^{-1} x\right)=-\frac{1}{1+x^{2}}$
18. $\frac{d}{d x}(c f)=c \frac{d f}{d x}$
19. $\frac{d}{d x}(f \pm g)=\frac{d f}{d x} \pm \frac{d g}{d x}$
20. $\frac{d}{d x}(f g)=\frac{d f}{d x} g+f \frac{d g}{d x}$
(Product Rule)
21. $\frac{d}{d x}\left(\frac{f}{g}\right)=\frac{\frac{d f}{d x} g-f \frac{d g}{d x}}{g^{2}}$ (Quotient Rule)
22. $\frac{d}{d x}[f(x)]^{n}=n[f(x)]^{n-1} f^{\prime}(x) \quad$ (Generalized Power Rule)
23. $\frac{d}{d x} f(g(x))=f^{\prime}(g(x)) \cdot g^{\prime}(x) \quad$ (Chain Rule)

Here $c, n$, and $a>0$ are constants, $f$ and $g$ are functions of $x$, and primes $\left(f^{\prime}, g^{\prime}\right)$ denote differentiation.

## Table of Indefinite Integrals

1. $\int x^{n} d x=\frac{1}{n+1} x^{n+1}+C \quad(n \neq-1)$
2. $\int \frac{1}{x} d x=\ln |x|+C$
3. $\int e^{x} d x=e^{x}+C$
4. $\int a^{x} d x=\frac{1}{\ln a} a^{x}+C$
5. $\int \sin x d x=-\cos x+C$
6. $\int \sec x d x=\ln |\sec x+\tan x|+C$
7. $\int \cos x d x=\sin x+C$
8. $\int \csc x d x=\ln |\csc x-\cot x|+C$
9. $\int \tan x d x=\ln |\sec x|+C$
10. $\int \cot x d x=\ln |\sin x|+C$
11. $\int \sec ^{2} x d x=\tan x+C$
12. $\int \csc ^{2} x d x=-\cot x+C$
13. $\int \sec x \tan x d x=\sec x+C$
14. $\int \csc x \cot x d x=-\csc x+C$
15. $\int \frac{1}{\sqrt{1-x^{2}}} d x=\sin ^{-1} x+C$
16. $\int \frac{1}{\sqrt{a^{2}-x^{2}}} d x=\sin ^{-1} \frac{x}{a}+C$
17. $\int \frac{1}{1+x^{2}} d x=\tan ^{-1} x+C$
18. $\int \frac{1}{a^{2}+x^{2}} d x=\frac{1}{a} \tan ^{-1} \frac{x}{a}+C$
19. $\int \frac{1}{x \sqrt{x^{2}-1}} d x=\sec ^{-1} x+C$
20. $\int \frac{1}{x \sqrt{x^{2}-a^{2}}} d x=\frac{1}{a} \sec ^{-1} \frac{x}{a}+C$
21. $\int c f(x) d x=c \int f(x) d x$
22. $\int[f(x) \pm g(x)] d x=\int f(x) d x \pm \int g(x) d x$
23. $\int f(g(x)) g^{\prime}(x) d x=\int f(u) d u$ where $u=g(x)$
(Substitution Rule)
24. $\int u d v=u v-\int v d u$
(Integration by Parts)

Here $c, n$, and $a>0$ are constants, $f$ and $g$ are functions of $x$, and primes $\left(g^{\prime}\right)$ denote differentiation.
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## ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices just after the title page:

Copyright (C) YEAR YOUR NAME. Permission is granted to copy, istribute and/or modify this document under the terms of the GNU Free Documentation License, Version 1.3 or any later version published by the Free Software Foundation; with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts. A copy of the license is included in the section entitled "GNU Free Documentation License"

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with ... Texts." line with this
with the Invariant Sections being LIST THEIR TITLES, with the Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

[^4] cense, such as the GNU General Public License, to permit their use in free software.


[^0]:    ${ }^{1}$ However in other areas (some computer applications) the symbol log will often refer to a natural logarithm so one needs to be careful.
    ${ }^{2}$ More complicated equations may allow themselves to be written as a product of factors equal to zero:

    $$
    \left(\text { factor }_{1}\right)\left(\text { factor }_{2}\right) \cdot \ldots \cdot\left(\text { factor }_{n}\right)=0
    $$

    where the factors themselves involve logarithms or exponentials. Note that a strictly exponential factor equalling zero will provide no solution as $a^{x} \neq 0$ for all $x$. A strictly logarithmic factor equalling zero will be equivalent to the argument of the logarithm equalling 1 .

[^1]:    ${ }^{3}$ Note that the convention for the inverse secant and inverse cosecant functions used here is that the domain of secant (cosecant), and hence the range of inverse secant (cosecant) is $[0, \pi / 2) \cup[\pi, 3 \pi / 2)((0, \pi / 2] \cup(\pi, 3 \pi / 2])$. One can also choose the more intuitive interval $[0, \pi / 2) \cup(\pi / 2, \pi]$ for secant and $[-\pi / 2,0) \cup(0, \pi / 2]$ for cosecant but then absolute value bars are required about the $x$ outside the radical in the derivative formulae.

[^2]:    ${ }^{1}$ A more rigorous definition of the limit of a sequence is that $a_{n} \rightarrow L$ as $n \rightarrow \infty$ if and only if for any $\epsilon>0$ there exists $m>0$ such that $n>m$ implies $\left|a_{n}-L\right|<\epsilon$.
    ${ }^{2}$ A more rigorous definition for $\lim _{n \rightarrow \infty} a_{n}=\infty$ is that for any $M>0$ there exists an index $m>0$ such that $n>m$ implies $a_{n}>M$.

[^3]:    ${ }^{4}$ We will discuss shortly whether the Maclaurin series of $f(x)$ actually is a valid representation of the function on this interval.

[^4]:    If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation

    If your document contains nontrivial examples of program code, we recom mend releasing these examples in parallel under your choice of free software li-

