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Abstract—Cyberbullying is a growing concern in the digital
age, causing significant harm to its victims. The ability to
automatically detect cyberbullying in social media is crucial for
protecting vulnerable individuals. In this study, we propose a
Machine Learning/Deep Learning-based approach for cyberbully
detection in social media. The approach involves curating a
balanced dataset for training the model and implementing a
semi-supervised self-training algorithm for increasing the size
of the labeled dataset. The model is trained and tested on
real-world social media data, and its performance is evaluated
using various metrics such as precision, recall, and F1-score.
We present our annotated dataset of 99,991 tweets, which we
make publicly available for future scientific investigation. The
results show that the proposed approach outperforms state-
of-the-art methods for cyberbully detection, demonstrating the
effectiveness of Machine Learning/Deep Learning techniques for
this problem. The findings from this study provide insights for
future research in this area and have practical implications
for developing automated systems for detecting cyberbullying in
social media.

Index Terms—Cyberbully detection, Self-training, Machine
Learning, Deep Learning, Text Classification

I. INTRODUCTION

While social media provide excellent communication ca-
pabilities, they also make people more susceptible to cy-
berbullying. Recent research indicates that cyberbullying is
becoming an increasing concern among young people that
can negatively impact their mental health [1]–[3]. With so
much information flowing in online social media platforms,
it is near to impossible for humans to monitor any platform
for cyberbullying. Artificial intelligence (AI), in particular,
Machine Learning (ML) approaches have shown promises
for automated detection of cyberbullying on social media
platforms [4]. Cyberbully detection is a binary classification
problem that entails marking a content (e.g., status) as either
cyberbullying or non-cyberbullying, resulting in two possible
classes or labels. The multi-classification problem in the
context of cyberbullying, on the other hand, entails classifying
a content into multiple predefined categories or labels (e.g.,
race, gender, religion) identifying the context of the cyberbully.

One of the main challenges in developing ML models for
cyberbullying detection is the lack of availability of labeled
data. Labeled data is necessary for training ML models, but is
often difficult and time-consuming to obtain in large quantities

let alone with proper balance among classes. Moreover, the
cost of manual labeling by human annotators is high, which
limits the size of labeled datasets. This can result in a lack of
diversity in the data making the models prone to overfitting [5].
Another challenge in developing ML-based cyberbully detec-
tion is that existing cyberbully datasets are highly imbalanced
which can lead to poor class-based performance. To address
these challenges, in this paper, we first propose a self-training
based cyberbully dataset generation approach that utilizes a
smaller labeled dataset from existing literature to guide the
labeling of additional unlabeled contents gathered from a
popular social media platform such as Twitter [7]. Using the
proposed approach, we generated a large and balanced dataset
for the task of cyberbully detection in social media and make
the dataset publicly accessible. We also present an effective
multi-class classification strategy to enhance the performance
of cyberbully detection and evaluate it with several ML and
deep learning models on our dataset. Specifically, we make
the following contributions in this paper:

• Devising a self-training based mechanism to generate
a labeled and balanced dataset: We propose a self-
training based data annotation approach that can annotate
unlabeled contents with high prediction confidence. The
approach can be used to augment a labeled dataset with
additional labeled data eliminating the imbalance and
introducing diversity into the dataset. This can help ML
models better generalize to new and unseen data and
reduce the effects of bias and overfitting that can occur
when training on imbalanced data.

• Improving self-training reliability: A problem with self-
training is that the predictions made by a self-trained
model on the unlabeled sample may not be accurate. To
address this issue, we used multiple ML/Deep Learning
models with different architectures and hyperparameters
to make predictions on unlabeled samples. We leveraged
ideas from co-training [8] and tri-training [9] to make the
newly labeled dataset more reliable, but instead of two or
three classifiers, we used six different models, and only
the samples on which all six classifiers agreed are added
to the labeled set. The samples of newly labeled data
were then verified by social media experts.



• Publishing the balanced and labeled dataset: Since
most publicly accessible labeled datasets for cyberbully
detection have a small number of records (the largest
dataset available has around 62,000 records [10]), we
have provided a balanced dataset with a reasonably large
(e.g., 99,991) number of records for future research 1.

• Proposing a two-phase multi-class classification: When
the classes in the multi-class classification are not of the
same level, i.e., there is a non-cyberbully class as well
as different types of cyberbully in the target labels, the
classification performance can be improved by splitting
the problem into binary-target classification and multi-
class classification among cyberbully types.

• Cyberbully detection with high accuracy: Finally, sev-
eral supervised learning algorithms were applied on the
curated dataset, yielding high accuracy that could be
employed in real-world applications.

The remainder of the paper is structured as follows: Sec-
tion 2 reviews related works. The self-training-based dataset
generation approach and multi-class classification method are
discussed in Section 3. Comparing different models and sce-
narios, Section 4 investigates evaluation settings and outcomes.
In the final section of the paper, section 5, future research
directions are discussed.

II. RELATED WORK

Previous work, such as [11], has explored the underpinnings
of ML and AI in depth, thus laying a critical foundation for
our exploration of various models for cyberbully detection.

There have been numerous studies on the use of ML models
for cyberbully detection, and while these models have shown
promise, they also have several limitations and shortcomings.

The majority of ML approaches rely on supervised [12] [13]
[14] or semi-supervised learning [15]. The former includes
building a classifier from labeled training data, whereas semi-
supervised techniques rely on classifiers generated from a
training corpus that contains a small number of labeled and
a large number of unlabeled examples. To identify disturbed
youths, [12] employed three labels: sexuality, race and culture,
and intelligence for binary classification and a combination of
these three labels for multi-class classification. Their label-
specific binary classifiers outperformed multi-class classifiers
by using domain-specific content features learned from train-
ing classifiers on a set of messages clustered on sensitive
topics such as race, culture, sexuality, and intelligence to
detect bullying messages within each cluster. Their discovery
demonstrates that bullying, including intentional abuse and
vulgarity, was significantly easier to identify than bullying,
incorporating sarcasm and euphemism.

For each labeled message, [13] employed unigrams, bi-
grams, and trigrams for feature engineering. They also used
counts from the Linguistic Inquiry and Word Count (LIWC)
lexicon to assess the text’s linguistic and psychological pro-
cesses. They used several cyberbully criteria, such as ag-
gression, repetition, harmful intent, peer visibility, and target

1Dataset Link

power. Authors in [14] presented a system for extracting
semantic characteristics from texts and using ML classification
models (Naı̈ve Bayes, Support Vector Machine, K-Nearest
Neighbors, Decision Tree, and Random Forest) to predict if a
text is low-level cyberbullied, non-cyberbullied, medium-level
cyberbullied, or high-level cyberbullied. They employed the
SMOTE oversampling approach to address the data imbalance
problem. Authors in [6] used balanced data and graph-based
classifiers to detect multi-class cyberbully. Similarly, [10] in-
troduced a new English Twitter-based dataset for online abuse
and cyberbully identification using query phrases targeting
various forms of bullying and offensive content. In contrast,
[16] used a chi-square test to show how social media variables
might indicate cyberbullying.

Dataset quality and composition constrain ML/Deep Learn-
ing models for cyberbullying detection. Previous studies suf-
fered from a shortage of labeled data and employed numerous
small and diverse datasets, making the evaluation cumbersome.
The context-dependency of cyberbullying makes data labeling
problematic. The majority of approaches rely on manually
crafted features, which can result in inaccurate and biased
results [17]. Previous research on cyberbullying detection also
lacks empirical evidence. Many studies employ artificially gen-
erated or annotated datasets, which may not accurately reflect
the dynamics of online abuse in the real world [18], [19].
When models perform well on training data but unfavorably
on new data, this is an example of overfitting. Additionally,
prior research on cyberbullying detection has been hindered by
imbalanced datasets in which one class is highly skewed [14]
[20]. The trained model on such datasets may be biased toward
the dominant class and fail to identify instances of minority
classes, leading to inaccurate results. Existing methods for
detecting the severity of cyberbully cannot distinguish between
various severity levels [20]. More research is needed to collect
and annotate vast and diverse datasets that authentically depict
the complexities of cyberbully detection.

In conclusion, the lack of labeled, representative, and bal-
anced datasets to be used to train ML/Deep Learning models
for cyberbully detection are critical limitations that can have a
significant impact on the performance of these models. In this
paper, we address these challenges by utilizing self-training
techniques that allow us to generate a balanced labeled dataset
for training robust multi-class classification models.

III. METHODOLOGY

To detect cyberbullying tweets, a sufficiently big labeled
dataset with classes covering the various aspects of cyberbully
is required. In this section, we describe our methodology to
create a balanced multi-class cyberbully dataset using self-
training followed by an effective multi-class classification
strategy to be applied to the dataset. Fig. 1 depicts the
progression of our methodology.

A. Curating a Balanced Dataset using Self-training

1) Problem Statement: Curating a balanced dataset for
cyberbullying detection in social media is a significant problem
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Fig. 1: Methodology Flow Diagram

in developing successful ML models for identifying and com-
bating cyberbullying. Challenges associated with the genera-
tion of a cyberbullying dataset include data imbalance, correct
annotation, and an insufficient number of labeled datasets.
The varying degrees of negativity and positivity in social
media content, the time-consuming and error-prone process
of labeling and annotation, the need for data filtering and
preprocessing for quality assurance, and the lack of publicly
accessible multi-class labeled datasets with sufficient records
despite existing initiatives all contribute to these challenges.
To address these challenges, it is essential to curate a balanced
dataset that is representative of the target population and
includes a diverse range of positive and negative examples of
social media posts and comments. This requires a thorough
and systematic approach to data collection, preprocessing,
annotation, and balancing that we discuss in the following.

2) Data Collection and Pre-Processing: The data collection
for this study was done in two phases. The first phase involved
collecting labeled data from previous studies on cyberbullying
detection in social media [6] [10] [16]. This data was used to
train an ML model, which was then applied to new unlabeled
data collected in the second phase. In the second phase,
new unlabeled data was collected from Twitter using the
Twitter API. We collected roughly 4,000,0000 tweets covering
a diverse range of topics over the course of two months.

The tweet data collected from previous work and the
Twitter API can contain irrelevant information, typos, and
misspelled words, which need to be cleaned and processed
before being used for data annotation. This includes removing
irrelevant information such as URL links, punctuation marks,
special characters, emojis, hashtags, and extra white spaces
and converting all text to lowercase to reduce the impact of
capitalization on our analysis. Then the stop words, such as
‘the’, ‘is’, ‘an’ were removed as these words do not add any
meaningful information. In the next step, words were reduced
to their base or root form (Stemming/ Lemmatization [21]).
This helps in reducing the size of the vocabulary and also helps

in reducing the sparsity of the data. Finally, the text data was
transformed into a numerical representation using the Feature
Extraction process described below.

3) Feature Extraction: Feature extraction techniques trans-
form the raw text data into a numerical representation that
captures the data’s meaningful information and reduces the
feature space’s dimensionality. This helps to improve the
performance of Natural Language Processing (NLP) models
by reducing the noise in the data and increasing the signal-to-
noise ratio [22]. Bag-of-Words (BoW) and TF-IDF are two
of the most commonly used text representation techniques that
were used in this work.

Embedding methods, on the other hand, map text data
into a continuous high-dimensional vector representation that
captures the semantic meaning and relationships between
words. This allows ML models to capture the meaning of the
text and make more informed predictions [23]. Global Vectors
for Word Representation (GloVe) [24], Keras Embedding
(KerasE) [25], and BERT (Bidirectional Encoder Represen-
tations from Transformers) [26] were used as embedding
methods. There are several pre-trained language models in
the BERT family models that we investigated, and ”bert-base-
cased” [26] produced the best results. The term ”cased” in the
model name indicates that the model is case-sensitive, meaning
that it distinguishes between upper and lower case letters in
words, while the word ”base” refers to the model architecture’s
size, which is either base or large.

4) Ensemble Self-training: Ensemble Self-training step in-
volves selecting a set of best-performing ML/Deep Learning
models and annotating unlabeled tweets collected using the
Twitter API. In addition, there are two important parameters
in model selection and in our self-training process:

• Pre-Train Size: it refers to the percentage of labeled
examples used to initially train the model before the self-
training process begins. A smaller pre-train size typically
results in more unlabeled data being labeled during the
self-training process, as the model will have less initial
data to deal with. However, this can also make the model
more susceptible to overfitting, especially if the unlabeled
data is noisy or unrepresentative of the labeled data.

• Prediction Confidence Threshold (PCT): it refers to the
level of confidence required for a predicted label to be
added to the labeled data. This threshold is typically a
value between 0 and 1, and it determines how confident
the model needs to be in its prediction before adding it to
the labeled data. A higher prediction confidence threshold
will result in fewer examples being added to the labeled
dataset, resulting in a smaller percentage of unlabeled
data being labeled. This is because the model will only
add examples with high confidence and can miss some
useful examples. On the other hand, a lower prediction
confidence threshold means that more predicted labels
will be added to the labeled data, resulting in a larger
percentage of unlabeled data being labeled. However, this
may also lead to the addition of less reliable examples to



the labeled data, which can lead to overfitting and poor
model performance.

As ML/Deep learning model and these two parameters
can impact the percentage of unlabeled data that our self-
training models can label, they need to be tuned carefully to
achieve optimal performance. In the following, we describe
our analysis that helps select ML/Deep learning models as
well as parameters.

a) Model Selection for Self-training: In this step, we
performed self-training on a balanced and labeled dataset in
order to select the best ML/Deep Learning models along with
feature extraction methods to be used in our self-training
task with unlabeled tweets. Since existing datasets are highly
imbalanced among cyberbully and non-cyberbully classes, we
have combined tweets from different sources [6], [27], and
[28] to create a balanced and labeled dataset. The dataset has
around 34,000 records, out of which 17,000, 5,500, 5,500,
and 5,500 records correspond to non-cyberbullying, religion,
ethnicity/race, and gender/sexual class, respectively, making
them balanced among cyberbully and non-cyberbully classes.
Afterward, we train different ML/Deep Learning models and
feature extraction methods with labeled tweets of several Pre-
Train Sizes from the dataset and allow the models to label the
remaining tweets in the dataset in a self-training manner. For
instance, for 20% Pre-train size, each model was trained with
around 7,000 labeled tweets and asked to label the remaining
27,000 tweets. Then we evaluated the models’ performances
in terms of their F1-Score of labeling and selected the best-
performing models and feature extraction methods. AutoML
(Automated Machine Learning) was employed for this task
which automates the selection of the optimal ML/Deep Learn-
ing model for a given dataset. We used Auto-Sklearn [29]
to discover the top ML models while Auto-Keras [30] was
used to determine the appropriate model architecture for Deep
Learning models.

Among the classifiers we evaluated in this step, Random
Forest (RF), Decision Tree (DT) and Logistic Regression
(LR) were implemented using sci-kit learn [31]; XGBOOST
(XGB) was deployed using its open source library [32];
Long Short-Term Memory (LSTM) and Bidirectional Long
Short-Term Memory (BiLSTM) models were built using
Keras, and BERT was used as a classifier by fine-tuning its
pre-trained models on the labeled dataset. This fine-tuning
process involved training the last layer of the BERT model
with a text classification task. We combined these ML/Deep
Learning models with feature extraction methods discussed
earlier. To establish a baseline approach, we also tested a
semi-supervised Label Propagation approach. All the models
were additionally tuned using grid search to ensure they have
the optimal hyperparameters. Fig. 2 presents the F1-Score of
labeling achieved by different approaches for both binary and
multi-classification tasks with a fixed PCT of 0.7. We have
also measured other metrics such as accuracy and the trend is
similar. Fig. 2 shows that out of all approaches, RF with TF-
IDF, DT with TF-IDF, XGB with TF-IDF, BERT using its own
tokenizer, LSTM with KerasE, and BiLSTM with KerasE have

(a) binary-label

(b) multi-label

Fig. 2: F1-Score of labeling obtained by various methods with
varying pre-train sizes (5%, 20%, and 40%) and PCT = 0.7

superior performances. Based on this evaluation, we selected
RF, DT, and XGB combined with TF-IDF; BERT with its own
tokenizer; and LSTM and BiLSTM with KerasE for our self-
training task with unlabeled tweets. Since the performance is
worst at 5% Pre-train size, we selected 20% and 40% Pre-train
size for further analysis.

b) Data Annotation with Self-training: This is the most
critical step of our dataset generation as it involves annotating
unlabeled tweets with accurate cyberbully classes using a self-
training approach. The self-training algorithm was performed
with the top six models (RF with TF-IDF, DT with TF-IDF,
XGB with TF-IDF, BERT using its own tokenizer, LSTM with
KerasE, and BiLSTM with KerasE) we selected in the previous
step. For each of the six models, training was carried out using
the balanced dataset of 34,000 tweets. Then, in an iterative
process, each model was tasked with providing pseudo labels
to the 4,000,000 unlabeled tweets. Afterward, we adopted a
majority voting strategy that considers the pseudo labels given
to each tweet by the six models. Our voting strategy would
label a tweet with a pseudo label only when all six models
assigned the same pseudo label to the tweet. Otherwise, the



tweet is ignored from adding to our target dataset. Such a
strong voting strategy was chosen to ensure that the labeled
data in our target dataset is consistent across all the models
and to reduce the risk of having incorrect or inconsistent labels
in the dataset.

TABLE I and II show the F1-Score and percentage of
unlabeled data that could be labeled with different models at
different confidence levels with a fixed 20% Pre-train size.
TABLEs III and IV demonstrate the same assessment for a
Pre-train size of 40%. After careful analysis of these results,
we chose a 20% pre-train size with a PCT of 0.7. As a
result, our 34,000 labeled records were used as pre-training
and a set of 136,000 unlabeled records was fed for pseudo-
labeling in each self-training stage. This generated a dataset of
2,400,000 labeled tweets. Intuitively, in the generated dataset
the majority of general tweets were of the non-cyberbully class
and the number of tweets pertaining to cyberbully types was
not equal creating an imbalanced issue. Hence, we randomly
chose around 99,991 tweets to create a balanced dataset that
not only has an equal number of tweets from both non-
cyberbully and cyberbully classes but also has an equal number
(approximately 17,000) of tweets from cyberbully forms (e.g.,
Gender/Sexual, Religion, and Ethnicity/Race). Although we
created a dataset of 99,991 tweets, one can easily expand the
dataset using the proposed self-training approach avoiding the
costly human annotation process.

c) Dataset Verification: To assure the accuracy of the
newly labeled data, a total of five batches, each containing
1,000 tweets, were randomly selected. These samples were
then distributed to three social media specialists with expe-
rience in detecting cyberbully. The experts were instructed
to confirm the labels’ veracity and provide feedback. After
analyzing the data, the specialists determined that the accuracy
of the classifications exceeded 90%. This procedure assisted
us in ensuring the accuracy of the labeled data and minimizing
any possible biases in the data. The feedback was also used
to examine the contents of the tweets with false labels and to
clean the dataset.

Fig. 3 presents the word clouds generated from the labeled
tweets of our dataset for the three cyberbully forms. Word
clouds visually represent the frequency of words within the
text, with larger font sizes indicating higher frequencies. The
word clouds provide a quick overview of the most common
words used in each class and can help identify the underlying
themes and patterns. The distinctive word clouds of each class
demonstrate the differences in languages and contents used in
different cyberbully types.

B. Multi-Class Classification

1) Problem Statement: Detecting cyberbully in tweets can
be formulated as a multi-class classification problem, where
tweets are classified into different categories such as non-
cyberbully and specific cyberbully based on religion, gender,
and race/ethnicity. This is a supervised learning task as we
assume that the input dataset to this problem is already
labeled and balanced. Otherwise, the dataset can be curated

TABLE I: F1-Score of labeling obtained by various methods
with varying PCTs (with 20% pre-train)

Model/ Threshold 0.5 0.6 0.7 0.8 0.9
RF + TF-IDF 93 93 95 95 97
DT + TF-IDF 93 94 95 95 97
XGB + TF-IDF 94 94 95 96 96
BERT 93 93 94 95 97
LSTM + KerasE 90 91 93 93 93
BiLSTM + KerasE 92 92 94 95 95

TABLE II: Percentage of unlabeled data that various ap-
proaches with varying PCTs could label (with 20% pre-train)

Model/ Threshold 0.5 0.6 0.7 0.8 0.9
RF + TF-IDF 100 99 98 93 86
DT + TF-IDF 100 99 98 94 88
XGB + TF-IDF 100 99 99 98 96
BERT 99 99 98 95 90
LSTM + KerasE 100 100 99 99 98
BiLSTM + KerasE 100 99 99 99 97

TABLE III: F1-Score of labeling obtained by various methods
with varying PCTs. (with 40% pre-train)

Model/ Threshold 0.5 0.6 0.7 0.8 0.9
RF + TF-IDF 92 94 96 97 98
DT + TF-IDF 94 95 96 97 98
XGB + TF-IDF 92 94 96 96 97
BERT 94 95 97 98 99
LSTM + KerasE 92 93 94 95 96
BiLSTM + KerasE 91 92 95 96 97

TABLE IV: Percentage of unlabeled data that various ap-
proaches with varying PCTs could label (with 40% pre-train)

Model/ Threshold 0.5 0.6 0.7 0.8 0.9
RF + TF-IDF 100 97 98 90 79
DT + TF-IDF 100 99 99 95 89
XGB + TF-IDF 100 98 99 92 80
BERT 100 99 98 95 87
LSTM + KerasE 100 99 99 96 82
BiLSTM + KerasE 100 99 99 96 82

with a process described in the previous sub-section. In this
sub-section, we present a multi-class classification approach
that can accurately classify tweets in any labeled cyberbully
dataset.

2) Classification Approach: It is difficult to find a bal-
anced dataset for the cyberbullying multi-classification prob-
lem where the four classes (non-cyberbully, religion, gender,
and race/ethnicity) have an abundance of records. This is due
to the fact that cyberbullying is not a usual phenomenon
and each cyberbully type has different probability to occur.
We observed similar behavior in our generated dataset that
is skewed towards non-cyberbully class. To address such an
imbalance issue, we could downsample the non-cyberbully
class reducing the diversity of data. Alternatively, we could
upsample cyberbully classes using synthetically generated
data. Since both downsampling and upsampling with synthetic
data have their disadvantages, we adopt a two-phase approach
that does not rely on upsampling or downsampling. In the
first phase, we train a binary classifier to distinguish between



(a) Religion (b) Ethnicity/Race (c) Gender/Sexual

Fig. 3: Word clouds of newly labeled records in different classes

cyberbully and non-cyberbully classes. Since this is a generic
task, we can combine data from different cyberbully types into
one class making balanced datasets. In the second phase, we
train a multi-class classifier only on cyberbully classes which
are more likely to be balanced among themselves. Similar two
steps would be needed to classify an unlabeled tweet as shown
in Fig. 4. Despite the fact that dividing the problem into these
two steps would need more time, our evaluation demonstrated
that the outcome would be superior.

Fig. 4: Two-phase Multi-label Classification

IV. EVALUATION RESULTS

Our evaluation first focuses on benchmarking our multi-
classification approach against existing strategies and datasets.
Afterward, we evaluate different ML and Deep Learning
models using our multi-classification approach on the gen-
erated dataset. We used several evaluation metrics, including
accuracy, precision, recall, and F1-score, to evaluate the per-
formance of the approaches. The experiments were carried
out on a machine equipped with an Intel Core i9-12900 CPU,
64GB of memory, and an Nvidia RTX A5000, 3660T GPU.

A. Comparison with Existing Strategies and Dataset
1) Evaluation Settings: For the multi-class classification,

[6], [27], and [28] used similar datasets to classify among non-
cyberbully, age, gender, ethnicity, and religion classes. Among
them, XGB with TF-IDF and BoW as the text representation
methods of [6] achieved the best results. Hence, we use XGB
with TF-IDF and BoW from [6] as our baseline approach
to compare with. The authors in [6] used a balanced dataset
with only 8,000 instances per class totaling around 40,000
instances and considered a 75:25 train/test data split. We used
the same dataset to reproduce their result as well as to evaluate
our multi-classification approach using a 70:10:20 ratio for
training, validation, and test sets.

2) Results and Analysis: TABLE V compares reported
results in [6] with our implementation of XGB with TF-
IDF, BoW, and GloVe as well as BERT. Due to the fact that
the authors of [6] only presented F1-score and accuracy as
performance metrics, we could only include those metrics in
the table. TABLE V shows that our implementation of XGB
with TF-IDF and BoW with hyperparameter tuning produces
a superior outcome. Additionally, BERT could surpass that
result. TABLE VI shows class-wise performances for XGB
+ TF-IDF revealing that when all the classes are included in
the multi-class classification, the non-cyberbully class score is
lower than the others. The findings in this table are for XGB +
TF-IDF, however, the results for other techniques are similar.
This is potentially due to the lack of diversity in the dataset.
TABLE VI also shows using our two-phase multi-classification
approach, the scores of the non-cyberbully class, denoted as
Non-Cyberbully*, could be improved by up to 10% compared
with the single-phase multi-classification approach.

TABLE V: Comparison of classification performance using
different embedding methods and classifiers

Model/Metric Weighted
Precision

Weighted
Recall

Weighted
F1-Score

Accu-
racy

XGB + TFIDF [6] - - 93.8 93.7
XGB + BoW [6] - - 94.4 94.3
XGB + TFIDF 95.1 94.4 94.7 94.6
XGB + BoW 94.8 93.9 94.5 94.3
XGB + GloVe 92.2 90.4 91.4 91.3
BERT 96.1 95.4 95.7 95.6

TABLE VI: Class Score Using XGB + TF-IDF

Class/ Metric Precision Recall F1-Score
Religion 98 94 96
Age 99 98 99
Ethnicity 99 99 99
Gender 95 87 91
Non-Cyberbully 82 93 87
Non-Cyberbully* 92 97 95

B. Evaluation on Our Generated Balanced Dataset

1) Evaluation Settings: Auto-Sklearn was used to discover
the best ML models for our generated balanced dataset with
99,991 records. Auto-Keras was used to determine the appro-
priate model architecture for Deep Learning models. All the



top-performing models using AutoML and Auto-Keras were
evaluated, and the superior models were selected. Moreover,
some recent language models such as RoBERTa (Robustly
Optimized BERT Pretraining Approach) [33], and GPT-3
(Generative Pre-trained Transformer 3) [34] were examined.
The dataset was split randomly into training, validation,
and test sets in a 70:10:20 ratio. Additionally, 5-fold cross-
validation was performed on the training set to evaluate the
models’ performance. The cross-validation folds were created
randomly, with each fold containing an equal number of
samples from each class. The models were trained on the
training set and evaluated on both the validation and test
sets, with the final reported performance being the average
over the 5 folds. Finally, a grid search was carried out for
hyperparameter tuning to ensure that the models utilized the
most suitable hyperparameters.

2) Results and Analysis: TABLE VII and TABLE VIII
show the performance metrics for binary and multi-class clas-
sification using 5-fold cross-validation, with the superior re-
sults being boldfaced. These two tables show that much better
classification performances can be achieved using our balanced
dataset compared to the same achieved using existing datasets
(see TABLE V). The tables also show that the balanced dataset
enables chosen ML and Deep Learning models to perform near
perfection with XGB, BERT, and RoBERTa being the best
performers. Overall, the results suggest that BERT is a more
suitable model for cyberbully detection compared to XGB and
RF. However, the good results obtained by XGB highlight the
potential of ML models for this task.

We also analyzed the performance of BERT using confusion
matrices in Fig. 5 and Fig. 6. These figures verify that
BERT has high precision and recall for detecting cyberbullying
contents in our balanced dataset.

TABLE VII: Binary Classification using Cross Validation

Model/ Metric Preci-
sion Recall F1-

score Accuracy

RF + TF-IDF 99.40 99.40 99.40 99.40
DT + TF-IDF 99.50 99.40 99.50 99.50
XGB + TF-IDF 99.60 99.60 99.60 99.60
LSTM + KerasE 99.50 99.50 99.50 99.50
BiLSTM + KerasE 99.40 99.50 99.50 99.50
BERT 99.70 99.70 99.70 99.70
RoBERTa 99.80 99.60 99.70 99.70
GPT3 99.50 99.60 99.50 99.50

TABLE VIII: Multi-label Classification with only Cyberbully-
ing classes using Cross Validation

Model/ Metric Weighted
Precision Weighted

Recall
Weighted
F1-score

Accu-
racy

RF + TF-IDF 99.50 99.80 99.70 99.70
DT + TF-IDF 99.60 99.80 99.70 99.70
XGB + TF-IDF 99.80 99.80 99.80 99.80
LSTM + KerasE 99.70 99.60 99.60 99.60
BiLSTM + KerasE 99.50 99.60 99.60 99.60
BERT 99.80 99.80 99.80 99.80
RoBERTa 99.80 99.70 99.80 99.80
GPT3 99.70 99.70 99.70 99.70

Fig. 5: BERT Binary-Label Confusion Matrix

Fig. 6: BERT Multi-Label Confusion Matrix

Finally, in the real world, cyberbullying occurs less
frequently than non-cyberbullying, resulting in imbalanced
datasets. As a result, a test set representative of real-world
settings would yield more credible results. TABLE IX demon-
strates that even when the test set has only 10% records of
cyberbullying class and 90% records of the non-cyberbullying
class, the models, particularly BERT and XGB + TF-IDF,
perform well. Similar results were obtained when additional
cyberbullying to non-cyberbullying ratios, such as 5 to 95, 20
to 80, and 30 to 70, were also examined.

TABLE IX: Model Performance When the Test Set Is Imbal-
anced

Model/ Metric Precision Recall F1-Score Accu-
racy

RF + TF-IDF 98.50% 99.50% 99.00% 99.60%
DT + TF-IDF 99.10% 99.40% 99.30% 99.60%
XGB + TF-IDF 99.80% 99.70% 99.70% 99.80%
BERT 99.50% 99.60% 99.50% 99.80%
Roberta 99.40% 99.50% 99.40% 99.70%
GPT3 99.50% 99.50% 99.50% 99.60%
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VI. CONCLUSION

Cyberbullying is a critical problem in today’s society, and
detecting it automatically requires developing effective meth-
ods. This paper examines the use of ML and deep learning
models for automated cyberbully detection. The paper high-
lights the challenges faced in this task, such as limited labeled
data and imbalanced datasets. To address these issues, we pro-
pose a self-training-based approach to annotate unlabeled data
collected from a popular social media platform and generate a
large balanced dataset published on the Internet. Furthermore,
we present an effective multi-class classification strategy to
enhance the performance of cyberbully detection and evaluate
it with several ML and deep learning models on our dataset.
Our evaluation results suggest that with sufficient data and
appropriate preprocessing, ML and Deep Learning approaches
can effectively detect cyberbullying on social media platforms.
We believe our proposed approach and the dataset will ignite
further research to address the critical problem of cyberbully
detection. The proposed model can be deployed as a web form
or a browser extension, allowing users to input text and receive
predictions regarding whether the text contains cyberbullying
or not and, if so, which category of cyberbullying it falls
under. In the future, we plan to examine the robustness and
generalizability of our method. This could entail evaluating its
efficacy in a variety of contexts using diverse datasets from a
variety of sources or populations.
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