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Social Studies 201
Notes for November 17, 2003

Estimation of a population proportion – Section 8.5, p. 521.

For the most part, we have dealt with means and standard deviations
this semester. This section of the notes deals with using data from a random
sample to estimate the proportion of a population with a particular character-
istic. Using the same methods and procedures that were used for estimating
means, it is also possible to obtain estimates of a population proportion.

Notation. Let p represent the proportion of a population with a particular
characteristic and q denote the proportion of the population not having this
characteristic. Since members of the population must either have this char-
acteristic or not have this characteristic, p + q = 1. That is, the sum of the
proportion with the characteristic and the proportion without this charac-
teristic comprises the whole population. Since p + q = 1, the proportion of
those without the characteristic is q = 1− p. These are the values that will
be estimated using the method of confidence interval estimates.

If a random sample of size n is selected from this population, let X
represent the number of cases in the sample with this same characteristic.
The sample proportion, or the proportion of cases in the sample with the
characteristic, is X/n, and this is denoted by p̂ in these notes. That is,

p̂ =
X

n
.

The point estimate of the population proportion p is p̂. For example, in
opinion polls prior to an election, a pollster obtains estimates of the propor-
tion of the population saying they will support each political party. These
proportions represent point estimates of the proportion of electors who actu-
ally will vote for the different political parties. In the case of the CBC poll
prior to the November 5, 2003 provincial election, Western Opinion Research
reported that 42% of those surveyed said they would vote NDP while 39%
said they would voted Saskatchewan Party. Converted into proportions of
0.42 and 0.39, these represent point estimates of the proportion who said
they would vote NDP and Saskatchewan Party, respectively.
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Sampling distribution of a proportion

In order to obtain interval estimates for a population proportion, it is
necessary to have some idea of how the sampling distribution of the sample
proportion p̂. That is, a researcher needs to know how p̂ behaves as repeated
random samples are drawn from a population. While this distribution can
be obtained by considering the normal approximation to the binomial dis-
tribution (sections 6.3 and 6.5 of Chapter 6 of the text), another way is to
consider a proportion as a special case of a mean. Then for large sample
size, just as the sample mean X̄ is normally distributed (by the central limit
theorem), the sample proportion is also normally distributed. This result
can be stated as follows.

Sampling distribution of a sample proportion p̂. If random
samples of size n are drawn from a population with a proportion
p of the population having a particular characteristic, and if the
sample sizes are large, then the sample proportions p̂ are normally

distributed with mean p and standard deviation
√

pq/n. That is

p̂ is Nor
(
p,

√
pq

n

)
.

This is essentially the same as the result from the central limit theorem,
where large random samples yield a sampling distribution of sample means:

X̄ is Nor

(
µ,

σ√
n

)
.

In the above, the sample proportion p̂ replaces X̄. The statistic p̂ is a special
case of the mean when there are only two values for X – with the character-
istic and without the characteristic. Similarly, the standard deviation of the

sampling distribution is
√

pq/n for a proportion, as opposed to σ/
√

n for a
mean.

Estimate of standard error of p̂. In estimating the standard deviation
of the sample mean, σ/

√
n, it was usually necessary to replace the unknown

population standard deviation σ with the known sample standard deviation
s. Similarly for an estimate of a proportion, the population proportion is not

known, yet the standard error
√

pq/n must be estimated. In order to provide
this estimate, a researcher has two choices.
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1. One possibility is to use p = 0.5 and q = 0.5 when estimating
√

pq/n
. Since p and q must sum to one, it can be demonstrated that the
maximum value of p× q, when p + q = 1 occurs when p = q = 0.5. By
selecting these values for p and q in the estimate of the standard error√

pq/n, this produces the largest possible standard error for any given
sample size. If a researcher wishes to ensure that he or she has not
underestimated the sampling error, then it is best to use p = q = 0.5

in the expression
√

pq/n.

2. . Another possibility, once the sample has been obtained, is to use

p = p̂ and q = q̂ = 1− p̂ in the expression
√

pq/n. This is comparable
to using the sample standard deviation s as an estimate of σ when
estimating the population mean. This tends to produce estimates of√

pq/n slightly smaller than the earlier approach. It also builds on the
knowledge the researcher already has about the possible value of the
population proportion, by using the point estimate p̂.

Prior to conducting a sample, it is likely that the researcher would employ
the first approach above; after the sample has been conducted, it is more
common to use the second approach.

Large n. The sampling distribution of the sample proportion is normal so
long as the sample is a random sample and the sample size is reasonably
large. In the case of a proportion, a large sample size occurs when

n ≥ 5

smaller of p or q
.

This rule is somewhat different than in the case of a large sample size for a
sample mean, where the rule is a large n is more than n = 30. In the case of
a proportion, if p is near 0.5, then a large sample size is any n larger than

5

0.5
= 12.5.

However, if a characteristic of a population is uncommon, so the proportion
of the population with this characeristic is small, say 0.01, or 1 in 100, then
the sample size required is

5

0.01
= 500
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much larger than in the case of the central limit theorem.

Interval estimate for p̂

The method of constructing a confidence interval estimate for the popula-
tion proportion is the same as for the population mean. First, clearly define
what population proportion p is being considered. Then the five steps are:

1. Obtain the sample size size n and the sample proportion p̂. From p̂,
the sample proportion without the characteristic is q̂ = 1− p̂.

2. If the sample is a random sample with large n (more than 5 divided by
the smaller of p or q), then

p̂ is Nor
(
p,

√
pq

n

)
.

3. Select a confidence level, C%.

4. Determine the Z-value associated with the confidence level of C%.

5. The interval estimates for the population proportion p are

p̂± Z

√
pq

n

or (
p̂− Z

√
pq

n
, p̂ + Z

√
pq

n

)
.

That is, C% of the intervals constructed in this manner will contain the
population proportion p.

Example – estimate of proportion supporting Saskatchewan Party

From the handout Saskatchewan Election Polls and Results, the CBC poll,
support for the Saskatchewan Party was 39% or, as a proportion, p̂ = 0.39.
This is the point estimate of the proportion of Saskatchewan electors who
support the Saskatchewan Party, p. A 95% interval estimate of p is obtained
by using the five steps.
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1. The sample size is n = 800 and the sample proportion of supporters is
p̂ = 0.39, meaning that the sample proportion of non-supporters of the
Saskatchewan Party is q̂ = 1− p̂ = 1− 0.39 = 0.61.

2. The sample size of n = 800 is large since it is much greater than 5
divided by an estimate of p. That is

5

0.39
= 12.8

and this is much less than n = 800. The sample size of 800 is very large
and more than sufficient to ensure that

p̂ is Nor
(
p,

√
pq

n

)
.

3. The handout from Western Opinion Research states the sampling error
is ±3.5% nineteen times out of twenty. This is 19/20 × 100% = 95%
so the C = 95% confidence level is used.

4. For 95% confidence level and a normal distribution, the Z-value is 1.96
(95% of the area in the middle of the normal distribution).

5. The interval estimates are:

p̂± Z

√
pq

n
= p̂± 1.96

√
0.39× 0.61

800

= p̂± 1.96

√
0.2379

800

= p̂± 1.96
√

0.0002974

= p̂± (1.96× 0.0172)

= p̂± 0.0338

and the interval estimate is 0.39 ± 0.034, that is, (0.356, 0.424) or
35.6% to 42.4%. This is slightly different than stated in the Western
Opinion Research handout since the p̂ and q̂ were used in the estimate
of standard error, rather than p = q = 0.5.
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Note that the CBC poll provided a very accurate estimate of the proportion
who actually voted for the Saskatchewan Party on November 5, with 39.35%
voting this way. The interval from 35.6% to 42.4% certainly included this
p = 0.3935.

Similar interval estimates for each of the other parties could also be ob-
tained. The sampling error for the NDP and Liberal Party are each around
±3.5% as well, so that the actual percentages of voters who voted for the
NDP lies within the respective 95% confidence interval estimate. The actual
percentage of electors who voted Liberal is just outside the interval. For the
Cutler poll, there are similar interval estimates and all the actual election
results are within the respective confidence intervals.

Margin of error in Saskatoon. The handout also states that a sample
of n = 400 voters was obtained in the city of Saskatoon, and the margin of
error for this sample is ±4.9%, nineteen times out of twenty. In this case,
the sample proportion p̂ is not specified, yet it is possible to use the method
of interval estimates to obtain the 4.9% sampling error.

The method used is exactly the same as for the province as a whole. For
determining whether the sample size is large, an estimate of p = 0.5 can be
used in the formula 5 divided by the smaller of p or q. That is, the formula for
determining a large sample size uses the smaller of p or q. Using p = q = 0.5
avoids the issue of which of these two values is smaller. The sample size of
n = 400 exceeds 5/0.5 = 12.5 so the normal distibution for p̂ can be used as
before.

For purposes of estimating
√

pq/n in the interval estimates, p = q = 0.5
can be used. That is, p̂ and q̂ are not specified, so an estimate of the maximum
possible sampling error for a sample size of n = 400 is obtained by using

p = q = 0.5 in the estimate of
√

pq/n.
The interval estimates are

p̂± Z

√
pq

n
= p̂± 1.96

√
0.5× 0.5

400

= p̂± 1.96

√
0.25

400

= p̂± 1.96
√

0.000625

= p̂± (1.96× 0.025)
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= p̂± 0.049

or ±4.9%, as stated in the handout.

Conclusion. From these results it can be seen that a sample of n = 800
results in a sampling error of approximately ± 3.5%, while a sample size of
only n = 400 results in a sampling error of just under 5 per cent, both with
95% confidence. That is, if a researcher obtains such random samples, he or
she can be confident that 95 out of 100 sample proportions will be within
3.5 percentage points of the population proportion if the sample size is 800.
When random samples of size 400 are drawn from a population, a researcher
can also be 95% sure that sample proportions are within about 5 percentage
points of the population proportion.

Note that the interval will be wider:

1. the larger the confidence level – Z-value is larger and there is greater
certainty that the intervals contain the population proportion.

2. the larger the sample size – larger n reduces the value of
√

pq/n.

3. if p = q = 0.5 or close to this value. If the researcher is fairly certain
that the true proportion is either much greater or much less than 0.5,

then p̂ and q̂ can be used in
√

pq/n, and this will generally produce a
narrower interval.

Next topic: Obtaining the sample size for estimating a population propor-
tion.


