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Social Studies 201
April 1, 2005

Issues in hypothesis testing

A. One-tailed or two-tailed test

The notes of March 28 contained a two-tailed test to determine whether
the mean age of undergraduates was 23 years or not. In the above tests
for mean attitude of students, the tests were one-tailed (greater than 3).
While it is not always entirely clear whether an hypothesis test should be
one- or two-tailed, some guidelines concerning this are discussed here. These
one- or two-tailed tests may be referred to as one- or two-directional tests,
respectively.

The null hypothesis is always an equality. That is, for both one- and two-
directional tests, the null hypothesis is that the population mean is equal to
some specified or hypothesized value, M. That is, H0 : µ = M is the null
hypothesis in both situations. If the alternative hypothesis is H0 : µ 6= M ,
this is a two-tailed test. If the alternative is a one-directional test, then the
alternative hypothesis can be either H1 : µ < M , if the suspicion is that the
population mean is less than M , or H1 : µ > M , if the suspicion is that the
population mean exceeds M .

1. If a researcher has no idea whether a population mean is greater or
less than some hypothesized value, then a two-directional test is most
commonly used. All the researcher may need to know is whether the
sample mean supports the hypothesis or not, so he or she uses a two-
directional test, with the alternative hypothesis being that µ is not
equal to the value specified in the null hypothesis. The critical region,
or region of rejection, is then in the two tails of the distribution.

2. If the question gives some hint that the population mean may exceed
the hypothesized value, then the alternative hypothesis is H1 : µ > M
and the region of rejection is in the extreme right tail of the distribution.
Similarly, when the question suggests that the population mean may
fall short of the hypothesized value, then the alternative hypothesis is
H1 : µ < M and the region of rejection is in the extreme left tail of the
distribution.
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3. If a researcher already has some knowledge of a population, it is more
common to use a one-directional test than a two-directional one. As in
the examples above, a researcher may know that opinion is generally
in agreement with a particular issue, and the researcher is interested
in determining whether the agreement expressed in a sample is strong
enough to conclude that population members as a whole agree.

Another example could be when there is a more serious problem if
a mean is less than some specified value as opposed to being greater
than this value. For example, suppose a claim is made that the mean
income of households in some community is below the poverty line. In
this case, a researcher could sample households in the community and
test whether the mean household income µ is equal to or less than the
poverty line (one-tailed test). If the sample shows that the mean income
is equal to or greater than the poverty line, P , then the researcher may
not be so concerned about this issue. In this case the null hypothesis
would be that µ = P and the alternative hypothesis µ < P . If the data
lead to the conclusion that the null hypothesis is to be rejected, this
demonstrates that there likely is inadequate household income in the
community.

4. For any given significance level α, note that the Z-value for a one-tailed
test is smaller than for the corresponding two-directional alternative.
For any given significance level, this means that the statistic need not
be as far from the hypothesized mean in order to reject the null hypoth-
esis in the case of a one-tailed test, as compared with the corresponding
two-tailed test. For α = 0.05, the critical value for a one-tailed test is a
Z-value of 1.645. In the case of the corresponding two-tailed test, the
critical values are Z = ±1.96. While this may be of some consequence
for deciding whether to use a one- or two-directional test, the signif-
icance level α that is chosen is usually regarded as a more important
consideration than this relatively small difference in critical values. See
the later notes on selection of significance level.

B. Potential errors involved in hypothesis testing – section 9.2.4, p.
580.

No hypothesis test ever leads to an absolutely certain conclusion – there
is always some possibility that the conclusion is in error.
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In the case of confidence interval estimates, there is never absolute cer-
tainty that the intervals constructed contain the population mean or pro-
portion. Similarly, a researcher cannot be certain that the rejection or non-
rejection of the null hypothesis is correct. What a researcher can do though
is select a larger probability of being certain. In the case of confidence in-
tervals, a higher confidence level is associated with a greater chance that the
intervals constructed will contain the true mean.

In hypothesis testing, a lower significance level is generally considered to
provide a more definitive result. That is, a lower significance level means
a smaller critical region, more distant from the hypothesized mean. This
implies that the sample mean must be quite different from the hypothesized
mean if the null hypothesis is to be rejected.

There are two types of error that are associated with a null and alternative
hypothesis.

Type I error. Type I error is the error of rejecting the null
hypothesis H0 when the null hypothesis is true. This type of
error can occur when a researcher rejects a null hypothesis.

The explanation for this proceeds as follows. When an hypothesis test is
conducted, the particular value for µ hypothesized in the null hypothesis
is assumed to be correct. At the conclusion of the test, when the sample
mean lies within the critical region this null hypothesis is rejected. In this
case, the sample value is regarded as distant enough from the hypothesized
mean, so that this hypothesized value can be rejected. But it is possible that
the hypothesized mean is correct and the sample is one of the more unusual
random samples drawn from the population. That is, a random sample could
result in selecting a set of values that have a sample mean quite different than
the hypothesized mean, and one so different that the sample mean is in the
critical region. If this is the case, then the null hypothesis has been rejected
in error.

The chance of the above is small, and is equal to the level of significance
selected. That is, the critical region has area, or probability, α – a small value
such as 0.05 or 0.01. If the null hypothesis is true, the chance of selecting
a sample with a mean in the critical region is α. But this results in Type I
error. As a result, the probability of Type I error is equal to the significance
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level. This is stated symbolically as:

P (type I error) = P (rejectingH0/H0is true) = α.

If a researcher wishes to be more certain that Type I error is not com-
mitted, then he or she can select a smaller significance level. This reduces
the size of the critical region, thus reducing the chance of Type I error. The
problem associated with this is that there may then be Type II error.

Type II error. Type II error is the error of failing to reject the
null hypothesis H0 when this null hypothesis is false. This type
of error can occur when the null hypothesis is not rejected.

The explanation for this is that the null hypothesis may not be correct, but
the sample mean is not different enough from the hypothesized mean to
reject the null hypothesis. This is sometimes termed β (beta) error and can
be stated symbolically as:

P (type II error) = P (failing to rejectH0/H0is false) = β.

It is more difficult to calculate β than α but, as explained below, the conse-
quence of making this error is often fairly minimal.

Types of error in examples. In the case of the test concerning the mean
age of students (March 28, 2005), the conclusion was that the mean age
of all students was not equal to 23, a conclusion made at the 0.05 level
of significance. While it is possible that the mean age of all undergraduate
students is 23, this seems unlikely, given that the sample mean was associated
with a Z-value of −2.548, well into the critical region. But it is possible that
the sample was a sample with a lot of students younger than age 23, thus
producing a low mean. As a result, there is at most an α = 0.05 probability
of type I error in this case.

A similar conclusion holds for the test of mean for the variable V1. The
sample mean was 3.176 and, from the test, the conclusion was that the
hypothesis of µ = 3 could be rejected. Since this hypothesis was rejected at
the 0.01 level of significance, this means that there was, at most, 0.01 chance
of type I error. Given that the Z-value was over 4, it seems very unlikely that
the hypothesis that the mean was µ = 3 is correct. There is less than a 0.01
chance that the alternative hypothesis that µ > 3 is an incorrect conclusion.
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In the case of the variable M5, there was insufficient evidence to reject the
null hypothesis that µ = 3. But if all students were surveyed, it is unlikely
that the population mean would be exactly 3. So there is very likely to be
type II error in this case. Given that X̄ = 3.042, and H0 : µ = 3 cannot be
rejected, it seems likely that the true population mean is close to 3. While
exactly 3 is unlikely to be the correct mean, it seems very likely that µ is
close to 3. As a result, the consequence of making this type of error is fairly
minimal – the only error is that a researcher is unable to distinguish a mean
of exactly 3 from another mean very close to 3.

C. Rejection or acceptance of H0

When a null hypothesis is rejected, this is a fairly clear-cut decision, and
one associated with accepting H1. That is, the sample yields data inconsis-
tent with a specific value of µ so the claim that this specific value is correct is
rejected. There is, at most, a probability α that this conclusion is incorrect
(type I error).

In contrast, when a sample yields a mean that is not in the critical region,
a researcher merely concludes that the null hypothesis is not rejected. In this
case, the researcher hypothesizes a specific value for the mean and the sample
data is not inconsistent with this specific value. But that does not mean
that the researcher is certain that the specific value hypothesized is really
the population mean. There is a considerable probability of type II error
and, in this case, the researcher merely concludes that the null hypothesis is
not rejected. That is, H0 is not necessarily accepted or regarded as exactly
correct – the conclusion is that the sample hypothesized mean is not all that
incorrect.

D. Choice of significance level – p 588.

There is no single correct or incorrect choice of a significance level. Several
rules or guidelines concerning choice of a significance level are as follows.

1. Report α. Regardless of what level of significance you have selected,
always make sure you report the level.

2. Default α = 0.05. If you are unsure what significance level to choose,
the α = 0.05 level can always be selected. It is the default or most
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commonly used significance level. Other common significance levels in
social science research are 0.10, 0.01, and 0.001.

3. Use level others have used. When comparing your results with
those from other researchers, use the same level or levels they have
reported – then your conclusions can be compared with their results.

4. Balance with probability of error. If you wish to minimize type I
error, select a low significance level such as 0.01 or 0.001. If you can
reject H0 at these levels, then this provides strong evidence that the
null hypothesis is incorrect. Remember though that the resulting type
II error may be large, that is, it may be difficult to reject H0.

If you are attempting to show that the null hypothesis is incorrect,
you may wish to select a larger significance level, with a larger critical
region. While this may allow you to reject H0, the consequence of this
is larger type I error, that is, you may have rejected the null hypothesis
when it is actually true.

5. Type of issue. If you are dealing with an issue of life and death, or
an issue with serious consequences if a wrong conclusion is made, then
ensure that you construct the hypothesis test and select the significance
level accordingly. For example, suppose that the safe level for a possibly
poisonous level of a chemical in drinking water is 2 parts per million
– anything over this may threaten the health of those who drink the
water. In this case, you may wish to construct H0 : µ = 2 ppm, with
the alternative hypothesis H1 : µ < 2 ppm. Presumably you wish to
ensure that you reject H0 at a significance level such as 0.001 or .0001,
or even less. That is, you obtain samples and only if they provide very
strong evidence that H0 can be rejected, will you conclude that the
water is safe. See p. 587 for a discussion of this issue.

For the social sciences, where consequences of error may be less serious
and where there may be more difficulty obtaining accurate measure-
ment of a variable, significance levels of 0.05 or 0.01 are more common.
These ensure reasonably low levels of type I error.

6. Exact significance level. On the computer printout for hypothesis
tests, the probability associated with the Z-value, or exact significance
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level, is often reported. Or if you calculate the Z-value, the exact
significance level is the area in the tail of the distribution beyond this
value. If you report this level, the reader can then decide whether this
level is low enough to reject the null hypothesis.

This value can also be considered the probability that the Z-value is
the size it is, given the null hypothesis. This is a conditional probability
that the sample yields a Z-value of the magnitude reported or greater,
given that the null hypothesis is correct. If this exact level is very
low then the null hypothesis is rejected. If it is not so low, the null
hypothesis is not rejected. A discussion of this issue is contained in the
text, pp. 595-6.

There are a number of other issues involved in hypothesis testing – see sec-
tions 9.2.4 - 9.2.9 of the text, pp. 580-606.

Next topics: Hypothesis tests for a mean, small sample size, and hypothesis
test for a proportion.
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